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FAST PARALLEL ALGORITHM

FOR DISCRETE FOURIER TRANSFORM

IN MULTI-MESH NETWORK

Somen De,∗ Amit Datta,∗∗ Asit B. Bhattacharya,∗∗∗ and Mallika De∗∗

Abstract

In this paper we propose a parallel algorithm for computing the

discrete Fourier transform (DFT) coefficients of n2 points on a multi-

mesh (MM) architecture [D. Das, M. De, and B.P. Sinha, A new

network topology with multiple meshes, IEEE Transactions on

Computers, 48(5), 1999, 536–551.] having n4 processing elements.

Each processor in the MM architecture has the same number of

neighbours, that is, four as in the case of two-dimensional (2D)

torus yet, the time complexity of the proposed algorithm on this

MM architecture is O(n) which may be contrasted with O(n2) time

for computing n2 – point DFT coefficients on a 2D torus having the

same nature of processors.
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1. Introduction

Fourier transform has a significant role in the computa-
tional developments of twentieth century and is extensively
used in different branches like computer science, communi-
cation, speech transmission, coding theory, image process-
ing and signal processing. It is a worthy accomplishment
if it is possible to devise an algorithm which is an order
of magnitude faster than any previous implementation.
When the improvement is for a process that has many
applications, then that accomplishment has a significant
impact on scientists and practitioners.

The linear transformations, that is, computations of
the form AB, where A is an n×n matrix and B is an
n-vector, can be applied to the computation of discrete
Fourier transform (DFT) [1], where A is a special type
of symmetric matrix (discussed in Section 2) having some
characteristics. The parallel computation of the linear
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transformation A×B=C takes O(n) time for implement-
ing in an n×n 2D mesh [2]. The authors Somen De et al.
in the present paper initially propose a parallel implemen-
tation of the same using multi-mesh (MM) architecture [3],
[4] having n4 processors, all having degree 4. The proces-
sors in the MM network having n2 meshes of size n×n are
arranged in rows and columns of meshes of size n×n. The
time complexity of the algorithm is O(n) for n2 points,
thereby reducing the time complexity by an O(n). Finally,
the algorithm is modified for incorporating the generation
of the special n2×n2 matrix of Fourier transformation in
the MM network in O(n) element-by-element multiplica-
tion time. By this the number of I/O ports used and data
input time has been reduced significantly.

The paper is organized as follows. Section 2 describes
the DFT and the properties of the Fourier matrix. Section 3
defines fast Fourier transform (FFT). Section 4.1 describes
the MM topology and its properties. Section 4.2 deals with
mesh-related architectures and the time complexities of the
algorithms of various numeric and non-numeric problems
implemented on those architectures. The technique used
for performing parallel implementation of linear transfor-
mation in MM is explained in Section 5. Section 6 deals
with a flowchart and the algorithm for the parallel im-
plementation of linear transformation, its time complexity
and handling of higher order transformation matrix. In
Section 7, the parallel algorithm for DFT and its time
complexity has been dealt with an example. Section 8
deals with comparison of the time complexities of DFT
computation algorithms in different architectures. Section
9 gives the experimental results of simulation program and
we conclude in Section 10.

2. The Discrete Fourier Transforms

The Fourier transform of a continuous function a(t) is
given by:

A(f) =
∞
∫
∞
a(t)e2πftdt (1)

where i=
√−1. The variable t is used to represent time,

and f is used to represent frequency. The Fourier transform
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is used to convert a function of time into a function of
frequency.

The above Fourier transform could be represented as
the DFT which handles sample points of a(t), namely a0,
a1, . . ., aN−1. The DFT is expressed as:

Aj =
N−1∑
0

ake
2πijk/N , 0 ≤ j ≤ N − 1 (2)

Equation (2) can be rewritten as:

Aj =
N−1∑
0

ak ωjk, 0 ≤ j ≤ N − 1 (3)

where ω= e2πi/N is the primitive Nth root of unity in the
complex plane or written more compactly as:

A = FN × a (4)

where entries of Fourier matrix FN are given by:

{FN}jk = ωjk (5)

and A= [A0A1 . . . AN−1]
T , a = [a0a1 . . . aN−1]

T .
So, the problem of finding Fourier transform reduces

to multiplying the matrix FN of order N by a vector “a”
of order N , which normally requires O(N2) operations.

A hint that the Fourier transform can be computed
faster comes from observing that the evaluation points
are not arbitrary but are in fact very special. They
are N powers (sometimes called twiddle factors) ωj , for
0≤ j≤N − 1. The two simple properties of these Nth
roots of unity are if N =2n, then (i) −ωj =ωj+n and
(ii) ω2 is primitive nth root of unity.

3. Fast Fourier Transform

DFT of a vector of length N can be computed either
directly from the definition or via a dense matrix–vector
multiplication in quadratic time. But DFT [5], [6] can also
be computed in O(N logN) time using FFT [7]–[9] which
exploits the symmetry of the Fourier matrix F . The basic
idea is to use properties of the nth roots of unity to relate
the Fourier transform of a vector of size n to two Fourier
transforms on vectors of size n/2.

Fnx =

⎡
⎣In/2 Dn/2

In/2 Dn/2

⎤
⎦
⎡
⎣Fn/2 xeven

Fn/2 xodd

⎤
⎦ (6)

where xeven denotes the vector of size n/2 consisting of
x0, x2, . . ., xn−2 and xodd denotes the vector consisting of
x1, x3, . . ., xn−1, the matrix In/2 is the n/2×n/2 identity
matrix and the matrix Dn/2 is n/2×n/2 diagonal matrix

whose kth diagonal entry is ωk. The radix 2 Cooley-
Tukey FFT [10] uses a divide-and-conquer methodology to
compute the DFT. It has been assumed that N is a power
of 2.

4. Multi- esh and Mesh- elated Architectures

The k-ary n-cube has been the most popular multicom-
puter interconnection network due to its desirable proper-
ties such as each of implementation has recursive structure
and ability to explain communication locality found in
many parallel applications to reduce message latency.

A k-ary n-cube network has an n-dimensional grid
structure with k-nodes (processors) in each dimension,
such that every node is connected to two other nodes in
each dimension by direct communication links.

A (k, n)-torus has n dimensions and N = kn nodes.
Each node is uniquely identified by an n-tuple in radix k.
A (k, n)-mesh is (k, n) torus with wraparound connection
missing. The well-known binary hypercube is the 2-n
mesh.

A linear array has k elements in one dimension. One
extreme is a linear array; the other extreme is hypercube
topology of dimension n which has two nodes along each
dimension.

The n-dimensional cube is generalization of 2D mesh
to n dimensions. Each node in the n-D mesh, with the
exception of those in the periphery, is connected to 2n
other nodes, two along each of the dimensions.

Mesh of tree and pyramid are two interconnection
networks which use a combination of 2D meshes and tree
structures. In 2D MM topology, n2 2D meshes of size n×n
are arranged in rows and columns and are interconnected
with other meshes in row and column directions. Section
4.1 describes the MM network topology, to be used by
the proposed algorithm. This section also refers different
applications of MM topology. In Section 4.2 mesh and
related architectures are discussed. Two important aspects
of topological properties of these architectures such as
diameter and bisection width, and time complexities of a
few important numeric and non-numeric applications have
been presented in a tabular form in Section 4.2.

4.1 The MM Network

In a MM network [3], [4], [11], [12] shown in Fig. 1, there
are n2 meshes of size n×n each, which themselves are
again arranged in n rows and n columns so that there will
be n4 processors in the network. Each n×n mesh in this
network is termed as a block. A processor on the MM can
be identified by a four tuple, that is, P (α, β, x, y) where
(α, β) is used for block address as the αth row and βth
column, and (x, y) denotes the processor address as xth
row and yth column within that block. Each processor
P (α, β, x, y) is connected to P (α, β, x± 1, y± 1), if
they exist, using bidirectional links referred as intra-
block links. There exist, however, some additional bi-
directional connections termed as inter-block links among
the corners and boundary processors given by the following
rule:
(i) Horizontal inter-block links:

P (α, β, x, 0) are connected to P (α, x, β, n− 1) for
0≤x, α, β≤n− 1.
As a special case, when β=x, the link interconnects
two processors within the same block.
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Figure 1. A simple n×n multi-mesh network with n=4 (all links are not shown).

(ii) Vertical inter-block links:

P (α, β, 0, y) are connected to P (y, β, n− 1, α) for
0≤ y, α, β≤n− 1.

As a special case, when α= y, the link interconnects
two processors within the same block.

Rule (i) interconnects two blocks in the horizontal di-
rection, whereas rule (ii) defines the vertical inter-block
connections.

In a simple n×nmesh only (n− 2)2 internal processors
have degree 4, the four corner processors are of degree 2 and
4(n− 2) boundary processors have degree 3, as opposed
to degree 4 for all processors on the MM. Moreover, the
diameter of the network is 2n as opposed to 2(n2− 1) for
an n2×n2 mesh. For this reason, any real-life applications
can be solved on the proposed network more efficiently
than on the corresponding mesh with the same number
of processors. When time complexity is governed by
the diameter of the network, the MM network is more
advantageous than mesh.

As examples of real-life applications, simple problems
like those of calculating the sum, average, minimum and
maximum of n4 data values have been implemented inO(n)
time on the MM network having n4 processors [3]. Numeric
problems like matrix multiplication and Lagrange’s inter-
polation have been implemented in MM having n4 pro-
cessors in O(n) and O(p0.6) time for n2 point Lagrange’s
interpolation and p× p matrix multiplication, respectively,
where p=n5/3. Non-trivial problem like sorting of n4 data

values has also been implemented in O(n) time [13]. In case
of simple n2×n2 mesh, each of these problems takes O(n2)
time. The reduced time complexity has been achieved due
to the inter-block links among the boundary processors of
the meshes as defined by the above two rules. Optical
technology has been used in implementing MM network in
[14], [15]. The inter-block communication is done in MM
network through optical technology using wavelength divi-
sion multiplexing in [15]. Sen et al. [16] introduced a new
metric, flow number, for a generalized multi-mesh (GM)
that can be used to evaluate topologies for optical net-
works. The design and evaluation of a highly scalable, de-
centralized and self-organizing peer-to-peer network based
on MM topology has been presented in [17].

4.2 Related Architectures and Results

The difference between MM (having N = k4 elements) and
n-dimensional mesh is that MM is 2D where k2 meshes of
size k× k are themselves arranged in rows and columns,
whereas in n-dimensional mesh, meshes of size k× k are
arranged in n dimensions (having kn elements), which
gives an n-dimensional structure. Two important aspects
of network topology, like diameter and bisection width are
different for them. Diameters and bisection width of MM
are 2k, k3/2 whereas for n-dimensional meshes those are
n(k− 1) and kn−1, respectively. The node degree is also
different for the two architectures. For MM it is regular 4
degree, whereas for n-dimensional mesh it is 2n for internal
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Table 1
Different Architectures with Time Complexities for Parallel Algorithms

Diameter Bisection Prefix Sorting Max/Min/ Matrix Lagrange’s

Width Sum Average Operations Interpolation

Mesh 2(
√
N − 1)

√
N O(

√
N) 3

√
N +O(

√
N)
√
N Matrix–vector 10(

√
N − 1)+O(1)

N =n×n [18] product θ (
√
N) No. of terms in the

Matrix–matrix series

product O(
√
N) N +1

[19] [20]

Hypercube logN N/2 logN O(n logn/p)+ Matrix–matrix logN

(N =2n) O(n) using p product [23]

processors O(p) using p2

[21] processors

O(log p) using

p3 processors

p3 <N

[22]

2D Mesh 4 log
√
N 2

√
N 4 log

√
N + Ω(N

1/2) O (log
√
N) Matrix-vector log

√
N using N

of tree [25] O(1) product O(
√
N) processors in base

N =n×n using n2 Matrix–matrix
√
N is the no.

Total processors product O (
√
N) of input data [26]

number of

processors=

3n2− 2n

[24]

Pyramid of 2 log4 N 2
√
N − 2 Ω(logN) Ω(N

1/2) O(logN)

base

N=n×n

[27], [28]

Total

number of

processors=

4n2/3− 1/3

Multi- d(N1/d− 1) N1−1/d θ(N1/d) θ(N1/d) θ(N1/d) Matrix–matrix

dimensional product

mesh [28] O(logN)

N =nd using N

processors [29]

MM 2N1/4 N1/4/2 O(N1/4) O(N1/4) O(N1/4) (
√
N ×√N) O(N1/4)

N =n4 [13] Matrix–vector

[3] product O(N1/4)

(proposed)

(p× p) Matrix-by-

matrix product

O(p0.6), where

p=n5/3

nodes, n for corner nodes, n+1 or n+2 for boundary
nodes other than corners.

As further comparison with other architectures such
as hypercube, mesh-of-tree and pyramid, the diameter,
bisection width and time complexities of different

algorithms which have already been implemented in MM
topology have been mentioned in Table 1. It is evident from
table that most of the implementations in MM have
better time complexities than other architectures. In some
implementations logN order complexities have been

4



Figure 2. Data inputs along rows and columns of block M(0, 0) and M(0, 3) for n=4.

achieved for hypercube and pyramid as they have higher
total number of processors and have a tree structure above
their base.

5. Linear Transformation by Matrix–Vector
Multiplication

Linear transformation of a matrix A of size p× p by a
vector B of size p is given by C =A×B, where C is the
transformed vector of length p.

5.1 Parallel Implementation using MM Network

Let us partition the matrix A as n×n sub-matrices Aα,β ,
0≤α, β≤n− 1, when n=

√
p. These n2 sub-matrices are

initially placed in the blocks M(α, β), 0≤α, β≤n− 1 of
the MM network having n4 processors, where each block
contains the processors P (α, β, *,*). Here “*” indicate all
possible values from 0 to n− 1. The sub-vectors Aα,β ’s are
placed in the blocks M(α, β)’s, 0≤α, β≤n− 1, through
the left boundaries.

Similarly, the vector B is partitioned into n column
sub-vectors Bβ , 0≤β≤n− 1. The sub-vectors Bβ ’s are
placed in the processor blocks M(*, β)’s, 0≤β≤n− 1.
The inputs of sub-vectors Bβ ’s are through the first rows
of each block and are propagated down to the other rows
of the same block as shown in Fig. 2.

Now each M(α, β) will compute Aα,β ×Bβ , 0≤α,
β≤n− 1. An example showing the contents of M(1, 2) is
shown in Fig. 3.

To get Ci =
∑n2−1

j=0 pij for each i, where pij = aij × bj ,
all pij ’s are to be brought in a single block M(i/n, i%n),

Figure 3. Partial products in the block M(1, 2).

as they are now scattered in ith rows of n different blocks.
This can be done using n shifts along the horizontal inter-
block links of the MM network [as explained in Fig. 4(a)
and (b)]. These n2 components of each mesh are summed
together to give an element of vector C [Fig. 4(c)] and
are placed in the upper right corner of block M(i/n, i%n)
[Fig. 4(d)]. One more single step of data movement along
horizontal inter-block links bring them to the left boundary
of all the blocks M(α, 0), 0≤α≤n− 1.

6. Parallel Implementation of Linear Transforma-
tion

In Section 6.1 a flowchart showing the detailed steps for
parallel implementation of linear transformation is given.
Section 6.2 deals with the parallel implementation of linear
transformation algorithm (PLT) and Section 6.3 gives the
time complexity of the parallel algorithm.

6.1 Flowchart of the Algorithm PLT

Figure 5 shows a flowchart indicating different steps of the
parallel algorithm for linear transformation. The algorithm
PLT of Section 6.2 is written following this flowchart.

6.2 Algorithm PLT

6.2.1 Initialization Step

The step is subdivided into two parts. Register H1s contain
the initial values of matrix A, whereas registers H2s contain
the initial values of vector B.

Step 1: ∀ α, β and x, 0≤α, β, x≤n− 1 do in parallel
1.1 H1(α, β, x, 0)← aαn+x,βn+(n−1)

1.2 for i=1 to n− 1 do
begin
for j=1 to i do in parallel

H1 (α, β, x, i− j+1)←H1(α, β, x, i− j);
if (j= i)
H1(α, β, x, 0)← aαn+x,βn+(n−1)−i;

endfor
end

Step 2: ∀ α, β and y, 0≤α, β, y≤n− 1 do in parallel
1.1 H2(α, β, 0, y)← bβn+y;
1.2 for i=1 to n− 1 do

H2 (α, β, i, y)←H2 (α, β, i− 1, y);

5



Figure 4. In the above series of images, (a) blocks M(0, *)’s contain the partial products in MM for n=4; (b) contents of
blocks M(0, *)’s after n steps of data movements along the horizontal inter-block links in MM for n=4; (c) column sum and
then 0th row sum in each block in MM for n=4; and (d) single step data movement along horizontal inter-block links (solid
lines with arrowhead indicate the direction of data movements).

6.2.2 Multiplication Step

∀ α, β, x and y, 0≤α, β, x, y≤n− 1 do in parallel
H1(α, β, x, y)←H1(α, β, x, y)×H2(α, β, x, y);

6.2.3 Data Movement Step

In the MM network, horizontal inter-block link forms a
cycle of length 2n between the kth row of the block M(i, j)

and the jth row of the blockM(i, k) for j �= k, 0≤ i≤n− 1.
For a given α, if we shift the data elements in M(α, *)
through n positions along the horizontal cycles, then the
ith row elements of M(α, j) will move to the jth row of
B(α, i), 0≤α≤n− 1.

/* Here, ‘*’ indicates all possible values from 0 to n− 1,
but the same value for it must be used on both sides of
the assignment operator */
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Figure 5. Flow chart for algorithm PLT.

∀ α and β, 0≤α, β≤n− 1 do in parallel
begin
H1(α, β,*, n− 1)←H1(α,*, β, 0);
for j=1 downto n− 1

if (j=n− 1)
H1(α, β,*, j− 1)←H1(α, β, *, n− 1);

else
H1(α, β,*, j− 1)←H1(α, β, *, j);

endfor
end

6.2.4 Addition Step

∀ α, β and y, 0≤ α, β, y≤n− 1 do in parallel

begin

for i=n− 1 downto 1 do

H1 (α, β, i− 1, y)←H1 (α, β, i− 1, y)+H1 (α, β, i, y);

/* P(α, β, 0, y ) contain the column sums */

for j=0 to n− 2 do

H1 (α, β, 0, j+1)←H1 (α, β, 0, j+1)+H1 (α, β, 0, j);

/* Summing along the 0th row in each block, the sum of
the n2 data values of the block is finally brought to the
processor P (α, β, 0, n− 1) */

end
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6.2.5 Data Arrangement Step

In this step the output data vector C is moved to the 0th
column of all the blocks B(α, 0), 0≤α≤n− 1.

∀ α and β, 0≤α, β≤n− 1 do in parallel

H1 (α, 0, β, 0)←H1 (α, β, 0, n− 1);

/* single step horizontal data movement along inter-block
links */

6.3 Time Complexity of Algorithm PLT

Steps 1 and 2 of initialization require n steps each. Mul-
tiplication step requires single step of element by element
multiplication time. Data movement along horizontal
inter-block links takes n steps. 2(n− 1) data movement
and addition steps are required for step D to add n2 data
elements of each mesh. Step E for output data arrangement
requires single step. So, 5n− 1 data movement steps, 1
multiplication step and 2(n− 1) addition steps are required
for parallel implementation in a MM of n4 processors re-
sulting in an O(n) algorithm for matrix–vector product.
The AT 2 value is O(n6).

6.4 Multiplication of Higher Order Matrices

A square matrix A of size kp × kp can also be multiplied
by a column vector B of size kp × 1 using an MM network
with only n4 processors. Matrix A can be broken down into
k2
√
p ×√p components (n=

√
p) as A00, A01, A02, . . .,

A0,k
√
p−1, A10, A11, A12, . . ., A1,k

√
p−1, . . ., Ak

√
p−1,0,

Ak
√
p−1,1, . . ., Ak

√
p−1,k

√
p−1. Similarly, B can be broken

down into k components as B0, B1, . . ., Bk
√
p−1. Output

vector also comes as components C0, C1, . . ., Ck
√
p−1.

Each block M(i, j), 0≤ i, j≤n− 1, will now compute k2

matrix–vector multiplication of sizes n×n and n× 1. In
general, we can say that the block M(i, j) of the MM will
compute the matrix–vector products A(i+sn),(j+tn)B(j+tn),
for s=0, 1, . . ., k− 1 and t=0, 1, . . ., k− 1. (As if, the sub-
matrix components have been folded k-times in horizontal
and vertical directions). For example, with n=4 and
k=3, the block M(0, 0) will now compute the components
(A00B0, A04B4, A08B8), (A40B0, A44B4, A48B8) and
(A80B0, A84B4, A88B8). Among the k2 products elements
to be computed at each processors, k are of same row
and can be added by (k− 1) addition times. There is k
such pairs. So, in general, k(k− 1) addition times reduce
the elements at each processor to k for k different rows.
Now, horizontal data movements along horizontal inter-
block links, in general, require k+(n− 1) steps of data
movements. Now, each block contains elements of k rows.
Addition requires k(n− 1+ k− 1), that is, k(n+ k− 2)
steps to get k sums for k rows in M(*,*, 0, 0) positions.
From there, they can be brought to the 0th column of each
block in 0th column of blocks (i.e., having β value equal to
0) in (k+n) steps.

So, overall time complexity will be O(kn) and the AT 2

value O(k2n6).

7. Parallel Implementation of DFT using MM
Network

7.1 Algorithm PDFT

The elements aαn+i,βn+j , 0≤α, β, i, j≤n− 1, of the
Fourier matrix can be obtained by multiplying the element
aα,β , 0≤α, β≤n− 1, by (ωα)n in row direction and
(ωβ+k)n (or (ωβ)n as ωkn =1) in column direction where
k=0, n, 2n, . . .. Initially, aα,β =(ω)α×β are given as input
to the (0,0) processor of blocks M(α, β), 0≤α, β≤n− 1
and then first row elements of blocks M(α, β), 0≤α,
β≤n− 1 are computed by repeated multiplication of aα,β
by the row multiplier (ωα)n. Then all the first row elements
are repeatedly multiplied by the column multiplier (ωβ)n

to generate the other rows of the blocks M(α, β). During
the row generation process of Fourier matrix, the proper
components of B vector are input through the 0th row of
each block and propagated along vertical direction to the
other rows of the same block. B is the vector which is to be
transformed using the parallel implementation of discrete
Fourier transform algorithm (PDFT). The above steps are
done in parallel for all the blocks.

7.1.1 Initialization Step

The step is subdivided into four parts. Two local registers
H1 and H2 are associated with each of the processing
elements.

In this section the Fourier matrix A is generated in H1.
And matrix B is input in H2.

∀ α, β , 0≤α, β≤n− 1 do in parallel
Step 1:
1.1 H2 (α, β, 0, 0)← (ωα)n; /*Input the multiplier for
row direction in H2*/

1.2 do in parallel
H1(α, β, 0, 0)←ωα×β ;
H2 (α, β, 0, 1 )←H2 (α, β, 0, 0 );

/* the n2 values of ωα×β are pre-calculated and placed
at registers H1 at the upper left corner processor of each
block M(α, β), 0≤α, β≤n− 1 */

Step 2: for k=1 to n− 1 do steps 2.1, 2.2 and 2.3 in
parallel
2.1 H1 (α, β, 0, 1 )←H1 (α, β, 0, 0);
2.2 If (k <n− 1) then

H2 (α, β, 0, k+1)←H2 (α, β, 0, k);
2.3 if (k− 1=0) then H2 (α, β, 0, k− 1)← (ωβ)n

/* Input multiplier for column direction in H2*/
else
H2 (α, β, 0, k− 1)←H2 (α, β, 0, k− 2);
endif;

H1 (α, β, 0, k)←H1 (α, β, 0, k)×H2 (α, β, 0, k);
Step 3: H2 (α, β, 0, n− 1)←H2 (α, β, 0, n− 2)

/*succeeding values of Fourier vector are generated by
multiplying the previous values by powers of (ωα)n and
then forwarding to the next processor in row direction
in H1 registers */

/* multiplier for column direction are propagated to all
the processors of 0th row */
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Step 4: for m=0 to n− 1 do in parallel

begin

for k=0 to n− 2 do

begin

4.1 do in parallel

H2 (α, β, k+1, m)←H2 (α, β, k, m);

If (k=0) H2 (α, β, k, m)←bnm+β ;

else H2 (α, β, k, m)←H2 (α, β, k− 1, m);

4.2 H1 (α, β, k+1, m)←H1 (α, β, k, m);

4.3 H1 (α, β, k+1,m)←H1 (α, β, k+1,m)×H2 (α, β,
k+1, m);

end

H2 (α, β, n− 1, m)←H2 (α, β, n− 2, m);

/* Last step to insert the element of input vector into
the n− 1-th row. */

end

/* succeeding values are generated by multiplying the
previous values by powers of and (ωβ)n and then
forwarding to the next processor in column direction */

/* all the b values are copied down to the other rows in
the same block */

7.1.2 Multiplication Step

Same as algorithm PLT.

7.1.3 Data Movement Step

Same as algorithm PLT.

7.1.4 Addition Step

∀ α, β and y, 0≤α, β, y≤n− 1 do in parallel

begin

for i=0 to n− 2 do

H1 (α, β, i+1, y)←H1 (α, β, i+1, y)+H1 (α, β, i, y);

/* P(α, β, n− 1, y) contains the partial sum of n
values */

for j=n− 2 downto 0 do

H1 (α, β, n− 1, j)←H1 (α, β, n− 1, j)+H1 (α, β,
n− 1, j+1);

/* Summing along the last row in each block, the sum of
the n2 data values of the block is finally brought to the
processor P (α, β, n− 1, 0) */

End

7.1.5 Data Arrangement Step

In this step the output data vector C is moved to the 0th
row of all the blocks B (0, β), 0≤β≤n− 1.

∀ α and β, 0≤α, β≤n− 1 do in parallel

H1 (0, β, 0, α)←H1 (α, β, n− 1, 0); // single step vertical
data movement along inter-block link

7.2 Time Complexity of the Algorithm PDFT

Initialization steps involve 3n+1 data movement steps
[(n+2) for steps 1, 2 and 3 and 2(n− 1)+ 1 for step 4]
and 2(n− 1) multiplication steps [(n− 1) multiplication
along row direction and (n− 1) along column direction]
to generate the matrix A, though single step of product
is required to compute partial components aibj in step B.
Steps C, D and E require n, 2(n− 1) and 1step of data
movements respectively. Step D also requires 2(n− 1)
steps of addition. Time complexity of algorithm PDFT
is, therefore, 6n steps of data movement, 2n− 1 steps of
multiplication and 2n− 2 steps of addition, which is O(n).

Comparing the algorithm PDFT with PLT, we see that
though the order of time for data movements and addition
steps are same for both, multiplication time is dependent
on n for the former. The reason for this is, in case of linear
transformation the matrix A was raw data which was input
through the left boundary of each block. Vector B was
given input through the upper boundary of each block. So,
block I/O was more and two boundaries were used. In
case of DFT the matrix A has a special property and our
parallel algorithm exploited that property to generate n4

data elements of A by giving only n2 values as input and
that too in parallel to the upper left corner of each block
of the MM, thereby reducing input time and area.

7.3 Example

To explain the generation of elements of a block M(α, β)
from a single input at (0,0) processor and explain the time
complexity, the data movements and multiplication steps
have been shown in this example taking a 4× 4 mesh.
Figure 6 shows the 0th row generation and Fig. 7 shows
the steps for generation of other rows from the 0th row.
For each processor there are two local registers H1 and
H2. H1s contain elements of A. Initially, register H2s
contain the row multipliers for generation of 0th row, then
they will contain the column multipliers to generate the
other rows, and finally they will contain the elements of
vector B. The example shows the element generation
of block M(1, 2). Correspondingly, the row element
Re = a1,2 =ω1×2, row multiplier MR =(ω1)4 =ω4, column
multiplier MC =(ω2)4 =ω8, and the B vector is (bj , bj+4,
bj+8, bj+12)= (b2, b6, b10, b14). Figure 8 shows the contents
of block M(1, 2) after generation of all the elements where
x=ω2 =(1− i)/

√
2.

Figure 9 shows the product of contents of registers H1
and H2. Here, pi,j = ai,j × bj . As the elements pi,j ’s are
now residing in different blocks, they are to be brought
together in proximity for adding them to compute the
elements of vector C. Figure 10 shows the contents of the
meshes after n-steps of horizontal data movements along
the inter-block links of MM network. In both Figs. 9 and
10 only 2nd row of meshes and their horizontal inter-block
links are shown.

The contents of each mesh now can be added in
2(n− 1) steps of data movements and additions within
the mesh to get the components of vector C in (n− 1, 0)

9



Figure 6. Generation of 0th row using row element and row multiplier of a block.

processor of all the blocks. One single step of data move-
ment along the vertical inter-block link will bring the resul-
tant C vector in the upper boundary of the MM network.

Now, it is evident from Fig. 6 that the number of
multiplication steps is 3 and number of data movements
steps is 3+ 3=6, for generation of the first row, whereas,
Fig. 7 shows that three steps of multiplication and seven
data movement steps are required for the generation of
other rows. Generation of pi,j ’s in Fig. 9 will involve
single step of multiplication. Four steps of horizontal data
movements are required to get all the elements as shown
in Fig. 10. Six data movement steps and additions are
required to get the vector C. Finally, single step of data
movement along vertical inter-block link bring the C vector
in the upper boundary of the MM network.

7.4 Parallel DFT Computation of Higher Order
Matrices

The approach is same as that of parallel implementation of
linear transformation of higher order matrices as discussed
in Section 6.4. For k=2r, for positive integer value of
r, k2 sub-matrices of A can be generated from the values

generated in the algorithm PDFT for each block of MM by
properly transforming according to (6).

8. Comparative Study of Time Complexities of
Parallel DFT in MM and Other Architectures

The time complexities of parallel DFT computation in
various architectures have been tabulated in Table 2.

The comparative study shows that our algorithm per-
forms better than 2Dmesh. For the purpose of comparison,
we are considering same mesh size (n×n) and same total
number of nodes (n4) for both MM and multi-dimensional
mesh. The diameters of MM and 4D mesh are 2n and
4(n− 1) respectively, and degree of each node in MM is
uniformly 4, whereas the node degree of each internal node
is 8 for 4D mesh. If smaller meshes are used to construct
the multi-dimensional mesh, the node degree will increase.
Moreover, the time complexity of proposed DFT computa-
tion in MM outperforms multi-dimensional mesh for practi-
cal sizes of meshes, that is, mesh sizes less than 2048× 2048.

In hypercube, better time complexity is achieved
through its high node degree and number of links with
increasing dimensions.

10



Figure 7. Input of vector B and generation of other rows using column multiplier.

Fast implementation of DFT algorithm on architecture
with constant degree processors is also an area of
recent research interest. A number of parallel algorithms
developed for DFT/FFT in different architectures can be

found in the literature [5]–[9], [11], [14], [30]–[32], [34], [35],
[36]–[38]. Parallel implementation of Fourier transform has
been discussed and implemented in mesh [30]–[32], binary
tree [19] and star graph [34].
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Figure 8. Contents of H1 registers of block M(1, 2) where
x=ω2 =(1− i)/

√
2 and 33= cos(π/8)− i× sin(π/8).

Bliss and Julien [31] have suggested four architectures
using the fast two-dimensional (2D) algorithm for DFT
that achieve the maximum throughput per chip area. The
first two use N -element 2D meshes requiring N +2N3/2

multiplications and 1+2
√
N periods per DFT. The third

and fourth architectures both use pipelined DFT blocks
of length

√
N connected by a pipelined matrix transpose.

The third uses systolic 2D meshes for the short DFTs with
period

√
N. Gertner and Rofheart [35] have proposed a par-

allel algorithm for the 2D DFT computation which elimi-
nates inter-processor communications and uses only O(N)
processors. Shousheng and Torkelson [32] have shown that
a simple planar 2D systolic array having N =M2 process-
ing elements can be used to compute DFT of size N in
2M +1 steps of pipelined operations, achieving the area-
time complexity AT 2 =O(N2 log3 N). They have used an
extension of the common factor algorithm. This architec-
ture has also very good expansibility that a 2t N size DFT
transform can be computed on 2t nearest-neighbour con-
nected N -size arrays with reloaded twiddle factors, which

Figure 9. The product pi,j = ai,j × bj in the algorithm PDFT computed by multiplying the contents of H1 registers by the
content of corresponding H2 registers in second row of meshes in MM for n=4.

Figure 10. The partial product in the algorithm PDFT after n data movement steps along the horizontal inter-block links in
MM for n=4.

makes it more suitable for VLSI implementation of DFT
transform in various practical sizes.

Zhang and Yuns [33] have shown that using n-
dimensional mesh parallel DFT computation can be
achieved in O(log2 n) time using N=nd processors.

The interconnection pattern between the processors
in multi-dimensional mesh and MM is entirely different
although the basic building blocks are 2D meshes in both
the cases. Considering n×n 2D mesh as the basic building

Table 2
Time Complexities of Parallel DFT Computation in

Various Architectures

Architecture Number Length of the Time

of Nodes Vector to be Complexity

Transformed

2D mesh N N N +2N3/2

[30], [31], [32]

Multi- N N O(log2 N)

dimentional

mesh [33]

Hypercube [34] N (=n!) N O(logN)

Binary tree [19] O(N) N O(N logN)

MM [3] N N0.4 O(N1/4)

Star graph [34] n! n! O(n2)

MM (Proposed) N N1/2 O(N1/4)

12



Table 3
Computation Time for DFT in Mesh, PLT and PDFT in MM

Total Number of Processors=N =n4. Vector Size to be Transformed=n2

Algorithm Fourier Transform in Mesh PLT in MM Where Size of PDFT in MM Where Size of

of Size n2×n2 Each Block is n×n Each Block is n×n

Value of n2 Value of n Value of n

16 64 256 4 8 16 4 8 16

Total addition steps 15 63 255 6 14 30 6 14 30

Total multiplication steps 1 1 1 1 1 1 7 15 31

Total data movement steps 31 127 511 19 39 79 24 48 96

Time complexity O(n2) O(n) O(n)

blocks and total number of elements n4, the four-
dimensional mesh architecture has diameter 4(n− 1) and
degree of each internal node is 8 whereas for MM diameter
is 2n and degree of each node is 4.

It is evident from the table that the time complexity for
parallel DFT computation is minimum for MM network.

9. Experimental Results

The PLT described in Section 6 and PDFT described
in Section 7 using MM have been simulated through C
programs and same input which is transformed using these
programs has been set as input to a parallel DFT in mesh
architecture. In all the cases the output transformed vector
is same. The results of the simulation programs using
different sizes of the input vector are shown in Table 3. MM
used is also of different sizes. As expected the calculated
time complexities matched with that of the theoretical
complexities calculated from the algorithm described in
Sections 6 and 7. The multiplication steps are high for
PDFT as the algorithm generates n2 (n2− 1) elements of
Fourier matrix, whereas in PLT all the n4 elements were
input through the left boundaries of the meshes. For mesh
of size n2×n2, addition and data movement steps are
n2− 1 and 2n2− 1, respectively. These numbers of steps
are high compared to those of PLT and PDFT in MM as
the diameter of mesh is high compared to the diameter
of MM.

10. Conclusion and Future Work

A parallel algorithm for linear transformation of the form
AB =C, where A is a square matrix of order n2 and B,
C are vectors of length n2, is proposed and implemented
in an architecture called MM of n4 nodes of degree 4 and
having diameter 2n. The time complexity of the algorithm
is O(n) (as opposed to O(n2) in case of a simple mesh
having the same number of processors) and the AT 2 value
is O(n6). Then the algorithm is modified for DFT and is
implemented in the MM network in O(n) time. For the
DFT, instead of the whole matrix A, the input is restricted
to only n2 values of the sub-matrix A00 and the rest are
calculated in the algorithm itself by proper manipulation

(using symmetry and redundancies in the definition of the
Fourier matrix A) of these n2 values which takes O(n)
multiplication steps.

As a future work, we may use the generalized MM
network for DFT where we may relax the restriction that
the number of processors should be n4, for some n. The
difference between the number of processors of two succes-
sive MM networks (i.e., for two consecutive values of n) is
(n+1)4−n4, which increases as O(n3). This difference,
can, however, be reduced if, instead of taking n×n meshes
as the constituent blocks, we take m×n meshes for any m,
n≥ 3, arranging mn number of such meshes in the form
of an n×m matrix. The inter-block links can be defined
in the same manner as in Section 4. The diameter of such
a network can be found to be m+n, whereas the total
number of processors is m2n2. The algorithm for DFT can
be suitably restructured to fit into the generalized version
of the MM network.
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