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ABSTRACT 
Melanoma is the most deathful form of skin cancer but 

early diagnosis can ensure a high rate of survival. Early 

diagnosis is one of the greatest challenges due to lack of 

experience of general practitioners (GPs). This paper 

presents a clinical decision support system designed for 

the use of general practitioners, aiming to save time and 

resources in the diagnostic process. Segmentation, pattern 

recognition, and lesion detection are the important steps in 

the   proposed   decision   support   system.   The   system 

analyses the images to extract the affected area using a 

novel proposed segmentation method. It determinates the 

underlying features which indicate the difference between 

melanoma and benign images and makes a decision. 

Considering the efficiency of neural networks in 

classification of complex data, scaled conjugate gradient 

based neural network is used for classification. The 

presented work also considers analyzed performance of 

other efficient neural network training algorithms on the 

specific skin lesion diagnostic problem and discussed the 

corresponding findings. The best diagnostic rates obtained 

through the proposed decision support system are around 

92%. 
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1. Introduction 
 

Malignant melanoma is one of the leading causes of 

death, and  a rapid  increase  in  the number of cases  of 

melanoma  is  observed  in  Europe, North America, and 

Australia over the last decade [1]. An estimated 76,250 

new cases of invasive melanoma were diagnosed in the 

US in 2012, with an estimated 9,180 resulting in death 

[2]. Over 1,890 Australians die from skin cancer each 

year [3]. From treatment point of view, skin cancer is one 

of the most expensive forms of cancer [4]. In 2001, it was 

estimated the treatment of non-melanoma skin cancer cost 

$264 million and melanoma $30 million. But early 

diagnosis can make the situation better as melanoma has 

near 95% cure rate if diagnosed and treated in early stages 

[4]. In visual diagnosing, it is hard for medical 

professionals to differentiate normal from abnormal mole, 

and general practitioners (GP) do not have core expertise 

to diagnose skin cancers. Dermatologist’s data indicate 

that even in specialized centers diagnostic accuracy is 

only about 60% [5], and at the same time they are 

overloaded by GP referrals.  

This study proposes an automated system for 

discrimination between melanocytic nevi and malignant 

melanoma. The benefits of computerized diagnostic tools 

are twofold: (1) to be used as a standalone warning tools 

for helping the GPs in early diagnosis; (2) to provide 

quantitative information about the lesion for experts to be 

considered during biopsy decision making. 

The approach of developing a Computer Aided 

Diagnostic (CAD) system for diagnosis of skin cancer is 

to find the location of a lesion and also to determine an 

estimate of the probability of a disease. Differentiation of 

malignant melanoma images demands efficient image 

processing, segmentation and feature extraction and 

classification algorithms. There are various diagnostic 

systems present in literature [6-9] but as discussed in [10] 

detailed research is necessary to make the best choice and 

setting of the benchmarks for diagnostic system 

development and validation. This paper presents a part of 

our research being carried out to come up with a best 

combination of segmentation, feature extraction and 

classification algorithms which can consequently form a 

basis of more generalized and accurate skin cancer 

diagnostic system. The diagnostic model used in this 

paper is shown in Fig. 1. 
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  Figure. 1 Computer Aided Diagnostic Support System 

 

 The decision support system proposed in this paper uses 

adaptive median filter for pre-processing of image to 

reduce the ill effects and various artifacts like hair that 

may be present in the dermoscopic images. It is followed 

by the detection of the lesion by image segmentation 

technique. Histogram based fuzzy C means thresholding 

algorithm presented in [11] is being used in these 

experiments. This algorithm provided efficient 

 Biomedical Engineering, Vol. 11, No. 1, 2014

DOI: 10.2316/J.2014.216.818-0020 196

mailto:ammara.masood@student.uts.edu.au
mailto:Adel.Al-Jumaily@uts.edu.au
mailto:Yee.M.Aung@student.uts.edu.au


segmentation results as compared to other segmentation 

results used in literature, the comparative analysis is 

presented in [12]. Once the lesion is localized, different 

intensity and texture based features is quantified using 

gray level co-occurrence matrix. Finally, artificial neural 

network based on scaled conjugate gradient algorithm is 

used for classification of cancerous and non-cancerous 

skin lesions. In order to justify the performance of the 

proposed method, classification results of the proposed 

method are also compared with the diagnosis results of 

neural networks based on other popular learning 

algorithms. 

This paper is organized as follows: Section 2 describes the 

computer-aided diagnosing (CAD) which consists of the 

pre-processing, segmentation, the features extraction and 

classification. Section3 presents the experimental results, 

comparative analysis and Discussion, and finally section 

for conclusions and intended future work. 

 

 

2. Material and Methods 
 

2.1 Experimental Dataset 

 

A clinical  database  of  dermoscopic  and  clinical  view 

lesion images were obtained from different sources but 

most of the images came from the Sydney Melanoma 

Diagnostic Centre, Royal Prince Alfred Hospital, Vienna 

General  Hospital  and  Hôpital  Charles  Nicolle  CHU 

Rouen, France. The images have been stored in the RGB 

color format having different dimensions which were 

rescaled to a resolution of 150x150 with bit depth 24 and 

size around 68KB. The database was further subdivided 

into 2 categories (1) benign melanocytic lesions and (2) 

malignant melanoma lesions. Since there was no control 

over the image acquisition system and camera calibration 

and settings, images that had at least one of the following 

problems were not used in the study: (i) the lesion that 

does not fit completely in the image frame and (ii) 

insufficient contrast between the lesion and the 

background skin or (iii) if the images has a shadow that is 

hard to remove even after pre-processing. This selectivity 

was necessary to ensure accurate segmentation and 

reliable feature extraction. This selectivity in data set is 

practically justified in the actual use of the method, 

because the problems like taking care of proper image 

frame, avoiding the shadow and improper illumination 

can be easily rectified by the high quality image 

acquisition devices available these days. Fig. 2 shows 

sample images that were eliminated using these criteria.  

A  total  of  135  images  (81  benign  and  54 melanoma)  

that  were  free  from  the  above  mentioned problems 

were included in the experimental data set. 

 

 
 

Figure. 2 Types of Skin Images not Included in 

Experiments 

 

  

2.2 Pre-Processing 

 

For there are certain extraneous artifacts such as skin 

texture, air bubbles, dermoscopic gel, presence of ruler 

markings and hair that make border detection a bit 

difficult. In order to reduce the effect of these artifacts on 

segmentation results, it is necessary to pre-process the 

images with a smoothing filter. We found, by 

experiments, that the best segmentation results were 

obtained using adaptive median filter[13]. The median 

filter also performs well as long as the spatial density of 

the impulse noise is not too large. However the adaptive 

median filtering has a better capability to handle impulse 

noise with even larger probabilities.  An additional benefit 

of the adaptive median filter is that it seeks to preserve 

details while smoothing the non-impulse noise[14]. 

Considering the high level of noise that may be present in 

skin lesion images and the need of preserving structural 

details, the adaptive median algorithm performed quite 

well. 

 

2.3 Segmentation 

 

Segmentation algorithm, histogram analysis based fuzzy 

C mean algorithm for Level Set initialization (H-FCM- 

LS) used in this work is presented in Fig. 3. It  is  found  

that  the practical significance of fuzzy clustering for 

multidimensional  feature  space  is  of  great  importance 

when it comes to skin cancer diagnosis. In this case 

deterministic misclassification can be very costly and a 

sophisticated thresholding procedure is required for 

increasing the accuracy of segmentation results. In the 

proposed algorithm, histogram analysis of image was 

done to see average intensity distribution in the images 

and then the hard threshold was selected between classes 

with dominant intensity values. Thus, this method solves 

the difficulty that may arise in finding effective threshold 

automatically for different images regardless of intensity 

variety. This method was further used as an initializing 

step for complex segmentation methods having spatial 

information.  
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 Figure. 3 Block Diagram of Segmentation Algorithm

(H-FCM-LS)

 

 

Histogram analysis based fuzzy C mean algorithm is 

shown in Fig. 4. The mathematical details of histogram 

analysis based fuzzy C mean algorithm can be found in 

[15] while the details of overall segmentation algorithm  

can  be  found  in [16]. The results of the segmentation 

method (histogram analysis based fuzzy C mean 

algorithm for Level Set initialization (H-FCM- LS)) are 

compared with other well-known segmentation methods 

like adaptive thresholding, fuzzy C mean clustering, K-

mean clustering and other thresholding and segmentation 

methods and it is shown in [11, 12] that this methods 

gives more accurate segmentation results for skin lesion 

images. 
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Figure. 4 Histogram Analysis based Fuzzy C Mean 

Algorithm [15] 

 

Segmentation and thresholding results for some of the 

skin lesion images are shown in Fig. 5. 
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Figure. 5 Segmentation of Skin 

 

2.4 Feature Extraction 
 

The features analysis of skin lesions suggest that surface 

characteristics of the skin lesion changes as it progresses 

towards melanoma. In the early stages of melanoma the 

features used in visual examination are hardly visible and 

thus it may lead to a false diagnosis. However, if images 

of skin lesions can be collected that has spatial/frequency 

and texture information, then a non-invasive method of 

lesion classification based on the surface characteristics 

can be developed. 

When performing analysis of skin lesions it is difficult to 

obtain a general mathematical model for various textures 

because of the large variation in their properties. Texture 

plays a significant role in image analysis and pattern 

recognition, some studies that implemented on board 

textural feature extraction can be found in [17, 18]. In this 

paper, we used both histogram based features and texture-

based features which are consequently used for 

classification. Histogram based features include, 

   Mean                                    (1) 

Variance                (2) 

Standard deviation                        (3) 

Skewness =                            (4) 

Kurtosis =                              (5) 

Energy =                                 (6) 

Entropy =                    (7) 

 

GLCM GLCM (Grey Level Co-occurrence Matrix) 

introduced by Haralick provides one of the most popular 

statistical methods in analysis of grey tones in an image 

[19]. Gray- level co-occurrence matrix (GLCM) is a 

statistical method for examining the textures that 

considers the spatial relationship between the pixels [20]. 

The GLCM features characterize the texture of an image 

by calculating how often pairs of pixel occur in an image 

with specific values and in a specified spatial relationship. 

This calculation is used to create a Gray Level Co-

occurrence matrix, and then statistical measures are 

extracted from this matrix. In GLCM the number of rows 

and columns is equal to the number of gray levels, G, in 

the image.  The matrix element P (i, j | ∆x, ∆y) is the 

relative frequency with which two pixels, separated by a 

pixel distance (∆x, ∆y), occur within a given 

neighborhood, one with intensity ‘i’ and the other with 

intensity ‘j’. The matrix element P (i, j | d,  ө)  contains  

the  second  order  statistical  probability values for 

changes between gray levels ‘i’ and ‘j’ at a particular  

displacement  distance  d  and  at  a  particular angle (ө). 

The class mark of i
th

 intensity level is denoted by xi, 

frequency of i
th

 level is denoted by fi and the relative 

frequency of the i
th

 level is denoted by 

 
The GLCM based features that have been used during 

feature extraction include 

  

Autocorrelation =           (8) 

 

Contrast =     (9) 

 

Correlation =           (10) 

 

Cluster_Prominence= 

          (11) 

 

 Cluster shade =   

(12) 

 

Dissimilarity =             (13) 

 

Energy =                          (14) 

 

Entropy =          (15) 

 

Homogeneity =                (16) 

 

Maximum probability=                (17) 

 

Difference variance = variance of               (18) 

 

Diff_entropy =     (19) 

 

Inverse difference normalized =   
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where                       (20) 

Inverse difference moment normalized =  

 

 

Information measure of correlation = 

   

(21) 

 

Information measure of correlation 2 = 

        (22) 

 

2.5 Classification  

 

There is a large variety of skin lesions with different 

features that can indicate cancerous lesions. It is 

complicated to develop statistical rule based algorithms 

for diagnosis. Neural network have better capability of 

handling complex relationships between the different 

parameters  and making classification  based  on training 

data [21, 22]. Thus, neural network can perform well for 

skin lesion diagnostic systems. 

In the experimental analysis,  a two layer feed forward 

neural  network  with the sigmoid  activation function  is 

designed with 22 input neurons, 20 hidden neurons and 2 

output neurons for the classification. The exact choice of 

hidden neurons is not possible for various reasons like 

uncertain and casual nature of learning procedures and 

also freedom of system under investigation. Thus, the 

choice of neurons in hidden layer is made empirically 

through experimental analysis considering best 

performance accuracy in diagnosis results.  

The scaled conjugate gradient algorithm is used for 

training the neural network. Conjugate gradient 

algorithms require a line search at each iteration. This line 

search is computationally expensive, since it requires the 

network response to all training inputs that are computed 

several times for each search. The scaled conjugate 

gradient algorithm (SCG), developed by Moller [23], was 

designed to avoid the time-consuming line search. This 

algorithm is too complex to explain in a few lines, but the 

basic idea is to combine the model-trust region approach 

used in the Levenberg-Marquardt algorithm   with the 

conjugate gradient approach. A detailed explanation of the 

algorithm can be found in [23]. 

 

3. Experimental Results 
 

For training the neural network, 107 images are used, 14 

images for validation and 14 images for the testing. The 

training stops when a classifier gives a higher accuracy 

value with minimum training and testing errors. Neural 

Networks is implemented using MATLAB software 

R2013 and simulated by a system with corei5 3.10 GHz 

processor and 4 GB memory under Windows7 operating 

system. 

For evaluating the performance of classification process, 

the error measures being used in this study include Mean 

Squared Error (MSE) and Percent Error (PE).  MSE is 

calculated between the desired output and the actual 

output of the neural network. 

The formula use for MSE is as followsn 

                         (23) 

Where, P is the number of output processing elements, N 

is the number of exemplars in the training data set, yij  is 

the estimated network output for pattern i at processing  

element j, whereas, dij  is the actual output for exemplar i 

at processing element j. 

Percent Error indicates the percentage of the samples, 

which are misclassified by the neural network. 

      (24) 

Where 

P is the number of output processing elements, N is the 

number  of patterns  in  the  training  data set,  dyij   is  the 

demoralized  network output for pattern  i at processing 

element  j,  whereas,   ddij     is  the  demoralized  desired 

network output for exemplar i at processing element j. 

 

The confusion matrix, shown in Fig.  6, gives the 

accuracy of the classification problem. It can be seen that 

out of 81 benign lesions 74 were correctly classified as 

non-cancerous and  out  of  54  melanoma  (cancerous) 

images 50 were correctly diagnosed as cancerous lesions. 

The overall accuracy (training, testing and validation) of 

the system is 92 %, with the accuracy of test results 

around 92.9%.  

 

 
 

Figure. 6 Confusion Matrix for Classification 

 

   Receiver Operating Characteristic curve (or ROC 

curve.) is a plot of the true positive rate against the false 
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positive rate for the different possible cut points of a 

diagnostic test. It shows the trade-off between sensitivity 

and specificity (any increase in sensitivity will be 

accompanied by a decrease in specificity). The closer the 

curve follows the left-hand border and then the top border 

of the ROC space, the more accurate the test. The ROC of 

the proposed diagnostic system shows good diagnostic 

efficiency of the method as it is shown in Fig. 7. 

 

 
 

Figure. 7 Receiver Operating Characteristics Curve of 

Classifier 

 

3.1 Comparative Analysis  

 

Performance of scaled conjugate gradient algorithm 

(SCG) is also compared with some other well-known back 

propagation neural network learning algorithms like 

Resilient back propagation (RP) and Levenberg-

Marquardt (LM) back propagation algorithm. The best 

performance graphs and respective confusion matrices 

obtained for the three learning algorithms SCG, LM and 

RP is shown in the Fig. 8, 9 and 10 respectively. 

 

 
 

(a) 

 

 
 

(b) 
Figure.8 (a) Confusion Matrix (b) Performance Graph of 

Scaled Conjugate Gradient Learning Algorithm 

 

 
(a) 

 

 
(b) 

Figure. 9 (a) Confusion Matirx (b) Performance Graph of 

Levenberg-Marquardt Learning Algorithm 
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(a) 

 

 
(b) 

Figure. 10 (a) Confusion Matrix (b) Performance Graph 

of Resilient Back Propagation Learning Algorithm 

 
The confusion matrix showing the best diagnosis 

performance of each training algorithm is presented in 

figure 8(a), 9(a) and 10(a). It can be seen that the best 

overall classification 91.9% was obtained using SCG with 

sensitivity 92.6% and specificity 91.4%. The overall 

performance of LM was close to SCG, but it can be seen 

that although it worked better in detecting benign lesions 

specificity 95.1% but its classification efficiency for 

melanoma is lower than SCG (sensitivity 85.2%).While 

Resilience BP algorithm could acquire accuracy of 88.1%, 

specificity 95.1% and sensitivity 77.8%. 

For validating the results, hold-out validation is used, 

where we hold 10% of the data, selected randomly, for 

test phase. In order to ensure better validation of the 

neural network performance the hold-out validation was 

repeated several times. The overall average performance 

comparison for the three algorithms is provided in Table 

1.  It can be observed that SCG training algorithm 

performed better for overall classification of skin cancer 

images by classifying the data with minimum 

performance error and maximum accuracy of 91.1 %. 

 

 

 

 

Table 1 

Performance Comparison of Learning Algorithms for Neural 

Network 

 

Training Algorithm 

 Scaled 

conjugate 

gradient BP 

Levenberg-

Marquardt 

BP 

Resilient BP 

Performance 0.069 0.070 0.13 

Training 

Performance 

0.073 0.081 0.84 

Validation 

Performance 

0.08 0.094 0.12 

Testing 

Performance 

0.068 0.29 0.19 

classification 

Rate 

91.1% 89.9% 87.5% 

 

 

4.  Conclusion & Future Work 
 

In this study, a methodological approach is presented for 

the classification of skin lesions. The overall process 

includes pre-processing, segmentation, feature extraction, 

and classification based on artificial neural network using 

scaled conjugate gradient algorithm.  The system was 

tested on a set of 135 images. Despite of the fact that the 

images came from different sources and there was no 

control over their acquisition, the result with overall 

accuracy of 92 % for the present study are significant and 

seems quite promising for the future research. 

This present work is different from earlier studies in 

several aspects. First of all, the images used in this study 

came from different sources and acquired using different 

acquisition systems. For this reason, care was taken to 

extract features that are invariant with respect to the 

changes in the imaging conditions. Second, starting from 

the   segmentation   until   the   classification,   the   whole 

process was fully automated.  Third, for segmentation 

stage had used a novel algorithm which has proved to 

outperform other segmentation algorithms used so far for 

segmentation of skin lesions. 

Although a high accuracy is achieved by computer aided 

diagnostic systems employing statistics obtained from 

Low-level features such as the one presented in this work. 

Still we recommend that least two issues need to be 

addressed before these automated systems gain greater 

clinical acceptance. First, higher level features based on a 

particular diagnostic scheme such as pattern analysis, 7 

point checklist etc. should be integrated with the existing 

low level features. It is very likely that more research for 
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the extraction of critical features such as atypical pigment 

networks, globules, and blue-white areas, can increase the 

diagnostic accuracy of computerized dermoscopy image 

analysis systems. Second, for developing a more reliable 

diagnostic system we intend to use multiple classifier 

based systems to undo the chances of misclassification 

due   to   classifier   limitations.       For   this   purpose, 

experiments combining different neural networks and 

other   classification   algorithms   like   support   vector 

machine [24], extreme learning machine [25] etc. would 

be done 

The recent technical achievements in the areas of image 

acquisition   and   processing   systems   can   allow   the 

improvement of diagnostic process along with lowering 

the cost of image analysis systems. Modern technology 

like the spectral imaging systems can be used to obtain 

spectral signatures of the tissues as additional features and 

it can be used for further detailed analysis of lesions. Such 

tools may serve as diagnostic adjuncts for medical 

professionals and can be used for having second opinion 

for the confirmation of a diagnosis. Thus, it will provide 

us with the opportunity of implementing more accurate, 

faster and reliable diagnostic systems.  
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