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Abstract

As unmanned aerial vehicle (UAV) starts to be frequently used in

industry, agriculture, reconnaissance, and logistics, flight research

involving UAV also starts to cover a wider range. In the civil field,

UAVs are generally used as an auxiliary tool to deal with urban

problems, but buildings are the main factors hindering the flight of

UAVs. Therefore, it is necessary to find out the optimal flight path

of UAVs under certain constraints. The intelligent logistics UAV

proposed in this paper is used to replace the courier to deliver small

goods. It is a quadcopter integrated with a webcam, ultrasound

ground proximity warning system (GPWS), and is controllable

through a mobile APP. Linear quadratic regulator (LQR) and

improved proportion-integral-derivative (PID) controllers are applied

in its flight control system. In the path planning, compared with

the traditional A* algorithm and artificial potential field algorithm,

the ant colony algorithm and dynamic path planning used in this

paper can quickly solve the optimal path of UAV in complex terrain.

UAV can detect the working state of components during flight and

the surrounding obstacles. The operator’s phone will receive the

feedback information of the UAV immediately and carries out the

process manually or automatically to ensure flight safety.
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1. Introduction

In recent years due to their applications in prospect,
logistics, photography, and communications [1]. UAVs are
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usually easy to control, even though WIFI smartphones
and tablets [2] based on the development of a mobile
communication network, UAV further break through the
limitation of information transmission distance. At present,
the application demand for UAVs in cities is increasing [3].
UAVs are commonly used to perform various tasks in
dangerous and complex environments [4]. UAVs have the
advantages of strong flexibility, quick response, avoiding
casualties [5] in inclement weather, toxic, explosion, and
other conditions.

In recent years, the path planning of unmanned aerial
vehicles (UAV) in a three-dimensional environment has
become a highly focused scholars’ research topic. UAV path
planning finds the optimal flight path from the starting
point to the target point under certain constraints [6].
There are many ways to realise UAV path planning.
The author summarises the following feasible methods by
consulting materials and studying the UAV itself. There
are similarities between UAV path planning and common
transportation vehicle path planning methods in life and
the main algorithms are the Dijkstra algorithm, Floyd
algorithm [7], A* algorithm, and ant colony algorithm [8].
Among them, the multi-objective optimisation Dijkstra
algorithm based on dimension reduction mapping has been
proven effective [9]. The method of applying A* algorithm
to path planning modelling and simulation [10], Chen
et al. [11] introduced an accurate algorithm based on
mixed-integer linear programming (MILP) to optimise the
A* algorithm based on UAV regional model so as to realise
path planning. Xavier et al. [12] proposed a new path
tracking algorithm (nlgl+) on the original algorithm by
comparing the carrot chase method, pure tracking line
of sight algorithm, and nonlinear guidance law algorithm
in the model. Yi et al. [13] proposed a two-dimensional
obstacle avoidance method based on pH curve and proved
the algorithm’s effectiveness in autonomous path planning
of UAV in complex dynamic threat environment. Che
et al. [14] proposed an improved ant colony optimisation
algorithm based on particle swarm optimisation algorithm
for path planning of autonomous underwater vehicle.

We finally decided to adopt an ant colony algorithm
and dynamic path planning in a bionic optimisation
algorithm by comparing different methods and combining
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them with the actual situation. By simulating the potential
mechanism of self-organising behaviour in nature, the
bionic optimisation algorithm has been proved to be a
promising technology for solving complex optimisation
problems.

By simulating the underlying mechanisms of self-
organising behaviour in nature, bionic optimisation algo-
rithms have proven to be promising techniques for solving
complex optimisation problems [15]. Unlike traditional
mathematical methods, bionic optimisation algorithms
are developed and implemented by mimicking biological
behaviours in nature [16]. A boundary control strategy
is employed to govern a two-link rigid-flexible wing. Its
design is based on the bionics approach to improve aircraft
mobility and flexibility [17]. The ant colony algorithm is
a meta-heuristic algorithm proposed by Colorni, Dorigo,
and Maniezzo. Since then, several variants of the ant
colony algorithm have been proposed, such as ant colony
systems, antrank, elite ant colony systems [18], max–min
ant colony systems, and ant colony system algorithms. The
ant colony cloning algorithm is one of the best variants
of the ant colony optimisation algorithm, developed by
Dorigo and Gambardella [19]. However, there are still
some shortcomings in-database processing. Zheng et al. [20]
proposed the parallel ant colony optimisation algorithm
(PACO) to solve the problems of local convergence
and multi-joint query optimisation of the ant colony
algorithm. On this basis, he proposed an ant colony
optimisation algorithm and then used the proposed ant
colony optimisation algorithm to select the optimal flight
path from the candidate path according to the proposed
utility function [21].

Fixed-wing aircraft have nonlinear dynamics and
require a robust control system to achieve stable flight
under most outdoor conditions [22]. Although the control
algorithm has made significant progress in model predictive
control, adaptive control, sliding mode control, these
algorithms are computationally intensive and unsuitable
for small, embedded processors in UAV avionics [23].
Proportional integral derivative (PID) is one of the most
used controllers in autopilots, which is simple to implement
and has low computational intensities. However, the
disadvantage of this linear controller is that it may not
meet the design requirements for a wide range of operating
conditions. To solve this problem, the fixed-wing aircraft
adopts a gain scheduling method. The main advantage
of the gain scheduling PID controller is its ability to
remain stable under different operating conditions [24].
The University of Alberta has conducted experimental
tests using an internal and external circulation control
structure. Due to the physical constraints of actuators,
such as the rotor speed of drones, many researchers use
input saturation to study motion control [25]. In addition,
restrictions on the country should also be considered in
practical issues. For example, limiting the attitude angle
to a safe range is necessary to avoid unnecessary drone
configuration [26]. Attitude constraints are also conducive
to visual servo providing airborne cameras to obtain
feedback information of motion control [27]. The trajectory
tracking problem of flapping-wing micro aerial vehicles

Figure 1. System architecture diagram.

(FWMAVs) in the longitudinal plane is investigated under
the hierarchical structure, and an adaptive control strategy
is proposed to achieve autonomous tracking [28]. Che and
Yu [29] processed a neural-network estimators based fault-
tolerant tracking control for AUV via ADP with rudders
faults and ocean current disturbance. Che [30] the author
processed again single critic network based fault-tolerant
tracking control for under actuated AUV with actuator
fault.

Therefore, we have studied a logistics UAV, which
is an unmanned low altitude aircraft operated by radio
remote control equipment to carry packages, combined
with the ant colony algorithm and dynamic path planning
to calculate the accurate flight path of the UAV and
finally achieve safe and accurate delivery. The structure
of this paper is as follows. In the second part, the
system architecture of the logistics drone is proposed. The
third part introduces the related methodology, including
improved PID-based flight control theory, ant colony
algorithm, and emergency treatment system. The fourth
part describes the principles and flowcharts of UAV
communication control and path planning. The fifth and
sixth parts compare and analyse different methodologies
to give experimental and simulation results. Finally, the
conclusion is drawn.

2. System Architecture

Nowadays, the research on intelligent control has begun
to turn from the ground to the air. Subsequently, UAV
technology has become an important research direction of
automatic control. However, since the birth of quadrotor
aircraft, it has reached a bottleneck state due to poor
control, low safety performance, and other problems.
This paper studies a four-rotor aircraft equipped with
an ultrasonic obstacle avoidance system. The aircraft
architecture is shown in Fig. 1, which mainly includes the
following aspects:
1) Ground Control Station (GCS): This android-based

mobile APP is designed based on MIT APP Inventor
2 development environment. The operator connects the
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Figure 2. Current control mode diagram of dc motor
driver.

mobile device with the UAV through the WIFI module
to control the take-off, landing, and flight direction of
the UAV.

2) Arduino Uno Board: The flight control board of this
system, which can achieve the bidirectional transmission
of instructions between the ground control terminal, the
flight control system, and the airborne system.

3) WIFI Module (ESP8266): It is used for two-way
communication between mobile phone and Arduino to
realise the function of sending and receiving information
between mobile phone and UAV [31].

4) Obstacle Avoidance Module: It is mainly composed
of HC-SR04 ultrasonic wave, SG90 steering gear, and
tri-colour light. The steering gear combined with the
ultrasonic module can detect obstacles in the range of
180 degrees ahead; the tricolour light displays different
colours to reflect the distance between the quad and the
obstacle [32].

5) Webcam: Image taken during a drone flight.
6) GY-87 Module: The 10-dof module, which is composed

of a three-axis gyro, an accelerometer, a magnetic field,
and a pneumatic pressure, is used to calculate the
current attitude of the four-axis aircraft to control its
state.

7) GPS Module: The NEO-7N UBLOX satellite locator is
used to obtain the position of the UAV.

8) Motor Module: Drive the brushless motor by Arduino
output PWM to the electronic governor.

9) Sensing Module: Mainly consists of an alarm buzzer,
photosensitive resistor, and LED lamp, among which
the 5539-type photosensitive resistor determines the
current light intensity. When the light is dim, the LED
light on the wing will be lit.

3. Methodology

This system proposes three methods: flight control system,
improved ant colony algorithm, and emergency treatment
system.

3.1 Flight Control System

The motor driver is a dc motor driver with the current
return. The UAV drive system in this paper uses the
current control mode of the motor driver. The schematic
diagram of the system is shown in Fig. 2. The input voltage
Ui(t) represents the command value of the current.

The control system of the UAV uses the kinetic energy
equation of the motor control system and the closed-loop
PID controller to control the balance. Its control input is
the dc motor current driver input voltage Ui(t) and output

Figure 3. X -Y plane projection of the motor axis.

is the angle of reversion θ(t) of the central motor axis. We
will first use the Lagrange energy method to obtain the
dynamic equation of the motor and then obtain the linear
state equation and its input and output transfer function
under the vertical equilibrium state of the motor. Finally,
the PID controller is designed according to the transfer
function.

Let the origin of the coordinate system of the UAV
motor be located at the centre of the motor rotation axis,
the x -y axis is a plane relatively parallel to the ground, and
the z -axis is vertical and upward to the x -y plane, as shown
in Fig. 3. The motor axis is tilted at an angle θ(t) around
the X -axis and has a vertical position of zero degree, and
the x -y plane angle q(t) is rotated around the z -axis. Let
(x, y, z ) be the position of the centre of gravity of the motor
and can be obtained from the geometric relationship:

x = R cos q + l sin θ sin q (1)

y = R sin q − l sin θ cos q (2)

z = l cos θ (3)

and

ẋ = (−R sin q + l sin θ cos q) q̇ + l cos θ sin qθ̇ (4)

ẏ = (R cos q + l sin θ sin q) q̇ − l cos θ cos qθ̇ (5)

ż = −l sin θθ̇ (6)

Therefore, the total kinetic energy of the motor can be
expressed as (7), where m is the mass of the motor itself,
and I is the equivalent moment of inertia.

K =
1

2
Iq̇2 +

1

2
m
(
ẋ2 + ẏ2 + ż2

)
=

1

2

(
I +mR2 +ml2 sin2 θ

)
q̇2

+
1

2
ml2θ2 −mRl cos θq̇θ̇ (7)

The total potential energy:

P = mgl cos θ (8)

The dynamic equation of UAV motor can be deduced
from Lagrangian function L = K - P and Lagrange dynamic
equation as follows:

ml2θ̈ −mRl cos θq̈ −ml2sin θ cos θq̇2 −mgl sin θ = 0 (9)
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The characteristic equation of the motor linearisation
system is:

∆ (s) = |sI −A| = s4 + as3 − g

l
s2 − g

l
as = 0 (10)

If the state variable is x(t), the input variable is u(t),
and the output variable is y(t), then the PID algorithm
of the surrounding aircraft is shown in the equation of
state (11), where A and B are matrices, and t is the time
coefficient.

ẋ (t) = Ax (t) +Bu(t) (11)

y (t) = Cx (t) +Du(t) (12)

Then, performance indicators were obtained using
the optimal control under the linear quadratic regulator
(LQR). The object is the linear system given in the form of
state space in the present control theory, and the objective
function is the quadratic function of object state and
control input. LQR optimal design refers to the state
feedback controller K designed to minimise the quadratic
objective function J, and the weight matrix Q and R only
determine k, so the choice of Q and R is particularly
important. Let the state equation of the linear-time-varying
system be:

u (t) = −kx(t) (13)

ẋ (t) = (A−Bk)x (t) (14)

y (t) = (c− dk)x(t) (15)

Performance index:

J =
1

2

∫ ∞
0

[
xT (t) Qx (t) + uT (t)Ru(t)

]
dt (16)

In the formula, the vector x (t)∈Rn, u(t)∈Rm, the
matrix A(t) is n × n-dimensional time-varying system
matrix, B(t) is n × m dimensional gain matrix, Q(t) is the
semi-positive definite matrix, which is the weighted state,
R(t) is the symmetric positive definite matrix, which is the
weighted control input u(t).

For the time-varying state regulator problem in infinite
time, if the matrix pairs {A(t), B(t)} are completely
controllable, there exists A unique optimal control.

u (t) = −kx (t) = −R−1bTPx(t) (17)

The matrix P is the solution of the Riccati algebraic
(18), the matrix Q and the scalar R are the state variables
and the proportion of the control input, respectively.

PbR−1bTP −Q− PA−ATP = 0 (18)

The optimal performance index is:

J∗ =
1

2
xT (t)P (t)x(t) (19)

3.2 Improved Path Planning of Ant Colony
Algorithm

This system proposes two algorithms: the ant colony
algorithm and adaptive strategy.

3.2.1 Ant Colony Algorithm and Mathematical Model

Ants leave through the path of a volatile secretion
(hereafter called pheromones), pheromone disappears with
time will gradually evaporate. Ants in the foraging
process can perceive the existence of the pheromone and
concentration, to guide its direction of movement, and tend
to move in the direction of the pheromone concentration is
high, the path of the pheromone concentration, the higher,
the better, by means of this kind of positive feedback can
get the best path.

Let k (k = 1, 2 . . . ,m) in the process of motion.
The information concentration determines the direction
of motion transfer on each path. We record all nodes
currently passed by the K ant. This collection of storage
nodes dynamically adjusts to the movement of the ants.
During the search process of the algorithm, the ant will
intelligently choose the path to go next.

Suppose m represents the total number of ants, and
dij (i, j = 0, 1 . . . ,m − 1) represents the distance between
node i and node j, and the pheromone concentration on
the connection between i and j at time t. At the initial
moment, m ants will be randomly placed, and the initial
pheromone concentration in each path is the same. At time
t, the state transition probability of ant k from node i to
node j is:

ρkij =


[τij(t)]

α×[ηij(t)]β∑
k∈allowedk

[τik(t)]α×[ηik(t)]β , j ∈ allowedk

0, other
(20)

In (18), allowed k represents all nodes that can be
selected in the next step, and c is the set of all nodes; As
an information heuristic factor, α represents the relative
importance of trajectory in the algorithm, reflecting the
influence of path selection by ants on the amount of
information in the path. The larger this value is, the
stronger the collaboration between ants will be. β can
be called an expected heuristic factor and represents the
relative importance of visibility in an algorithm. ηij is
the inspiration function. In the algorithm, it represents
the expected degree of transfer from node i to node j
normally, ηij = 1/dij. When the algorithm is running, each
ant searches forward according to (18).

In the process of ant movement, to avoid leaving
too many pheromones on the road, the enlightening
information is flooded. Residual information should be
updated and processed after each ant traversal is
completed. Thus, at time t + n, the information on the
path (i, j) is adjusted as (19) and (20).

τij (t+ n) = (1− p)× τij (t) + ∆τij (t) (21)

∆τij (t) =

m∑
k=1

∆τkij (t) (22)

On the type of constant ρε (0, 1) represents pheromone
volatilisation factor to express the degree of loss of path
information. ρ is related to the size of the algorithm’s
global search ability and convergence speed, usable 1 - ρ on
behalf of the residual pheromone factor. ∆τkij (t) is a search
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path pheromone increment (i, j). At the initial moment as
∆τ ij (0) = 0, ∆τkij (t) said the first ant k at the end of the
traversal path pheromone (i, j).

As a result of the pheromone update strategy is
different, the scholar Dorigo. M study found that the
three different kinds of basic ant colony algorithm model,
respectively, as the “ant system,” the “ant quantity
system,” and “ant close system,” three models of as ∆τkij (t)
are different.

Ant system:

∆τkij =


Q
Lk

ant K walks past ij

0, other
(23)

Ant quantity system:

∆τkij =


Q
dij
, Ant k walks ij between t and t + 1

0, other
(24)

Ant close system:

∆τkij =

Q, Ant k walks ij between t and t + 1

0, other
(25)

Pheromones in “ant quantity system” and “ant density
system” are updated after the ant completes one step,
local information is adopted. In the “ant-week system”,
pheromones in the path are updated after the ant completes
a cycle, that is, the application of the overall information.
Experiments on a series of standard test problems show
that the algorithm is more efficient.

3.2.2 Adaptive Strategy

The value of the pheromone volatility factor ρ in the ant
colony algorithm directly affects the global search ability
and its convergence speed.

This paper proposes an improved strategy of the ant
colony algorithm based on adaptive pheromone volatiles.
Set the volatile pheromone factor ρ initial value ρ (t0) = 1
when the algorithm on many times calculation but without
obvious change, will ρ based on (24) type adjustment:

ρ (t) =

 0.95ρ (t− 1) , if 0.95ρ (t− 1) ≥ ρmin

ρmin, otherwise
(26)

In the above formula, ρmin for the value of the minimum
value, the existence of ρmin can prevent reducing the speed
of the convergence algorithm when the ρ is too small. To
improve the ability of the optimal global solution and on
the end of each cycle search, retain the optimal solution,
let ρ adaptive adjustment. The volatile pheromone factor
ρ redefine also needs to make corresponding adjustments
to the pheromone update strategy. Update the pheromone
distribution according to the distribution of pheromones,
readjust the pheromone distribution on the path so that
it is not easy to be too concentrated or too dispersed,
avoiding the premature mechanism of the algorithm. The

local update of pheromone can adopt the strategy as shown
in (25).

τij (t1)


τij (t)− 5

dij
, If m

2 or m
4 ants choosing

the same path

τij (t) + 1
dij
, otherwise

(27)

Since ants often choose the path with high pheromone
content, when many ants choose the same path, the increase
of pheromone is so large that more ants tend to gather in
this path, so 1/dij is taken as the increased pheromone.
If the number of ants choosing this path reaches m/2, or
if the ants with m/4 choose this path, the traversal will
be terminated and the 5/dij pheromone will be reduced
to the average pheromones on each path to reduce the
possibility of getting into local optimal. Global pheromones
are updated according to (26) and (27).

τkij (t+ 1) = (1− ρ) τkij + ϕk ∗∆τkij (t) (28)

τij (t+ 1) = (1− ρ) τij +
m∑
k=1

ϕk∗∆τkij (t) (29)

In the above formulas, ϕk represent the ant k of the
path (i, j) on the influence degree of the pheromone update,
the calculation method is as follows: set the route for a
total of s (i, j) of ants in the current iteration to traverse
the path length from small to a large order, will get the
serial number in the rank [ ], the rank [k ] said the ant k
corresponding serial number, taking

ϕk =
s

2
− rank [k] + 1 (30)

In the (28), if the value of rank [k ] is bigger, the ϕk is
negative, the global update the ants to reduce the amount
of the corresponding path pheromone. The greater the
value of rank [k ], then the path pheromone reduces. The
greater the degree of pheromone on the path to making
the worse retain less, it is beneficial to keep better path
information.

The initial path is determined according to the path
information, and the decision problem of the optimal path
is solved by dynamic programming.

With ultrasound on a small scale search obstacles
and do real-time planning to avoid obstacles, algorithms
running in circle method selects the influence of obstacles,
painted garden, the operation is simple and easy, and the
characteristics of the circle facilitate a tangent, by the
tangent to a small scale can be got the most change path,
add such a simple dynamic algorithm is better than the
original ant colony more flexible.

3.3 Emergency Treatment System

The system consists of a signal emergency plan, electricity
emergency plan, and power and signal emergency plan.

3.3.1 Signal Emergency Plan

The UAV is allowed to fly only when the transmitter
and receiver are successfully connected via WiFi. When
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the UAV rotor is started, the system records the starting
point position through GPS positioning and stores it in the
database. In the process of UAV flight, if the UAV signal is
insufficient or lost, the control system will make the UAV
automatically switch from flight to hover state and try to
connect again. The connection time is two minutes. If the
connection timeout, the UAV will read the take-off position
and plan the path to return to the landing.

3.3.2 Electricity Emergency Plan

The UAV is allowed to fly when the power is higher than
40%. When the UAV rotor starts, the system records the
starting point position through GPS positioning and stores
it in the database. When the UAV battery power is less
than 20%, the system will remind the operator to operate
the aircraft immediately through the human–computer
interaction interface. When the UAV power is less than
10%, no one has the opportunity to read the position of
the starting point and plan the path to force the return to
prevent the crash caused by the insufficient power supply.
When the power of the UAV is less than 5% and the UAV
has not returned to the initial position, the UAV will make
a forced landing nearby according to the ground area given
by the GPS map, so as to avoid the forced landing in the
dangerous areas, such as rivers and roads. After the forced
landing, the UAV will send the position to the operator
and enter the sleep state so that the operator can find the
UAV according to the positioning.

3.3.3 Power and Signal Emergency Plan

If the battery power of the UAV is less than 5% during the
process of reconnection or during the process of returning
after the connection timeout, the UAV will make a forced
landing near the safe range of the map and send positioning
by GPS.

4. System Software and Hardware Design

The system is divided into three parts: communication
control, ultrasonic obstacle avoidance, and path planning.

4.1 Communication Control System

The communication control system of the UAV is mainly
to connect to the Internet through WIFI, and then control
the UAV to execute commands, such as forward, back,
left and right steering, take-off and landing through the
APP control interface of the ground control terminal [33].
Figure 4 is the flowchart of the flight control system.

The system first initialises the port and the sensor,
then detects and reads the remote-control command data.
The PID is adaptively adjusted through command data
and attitude data. The adjusted PID parameters are
input to the PID controller to calculate the speed of the
corresponding motor. Finally, the PWM signal is adjusted
to drive the motor.

During the flight of the UAV, the presence of obstacles
is detected by ultrasound. If the ultrasonic detects

Figure 4. Flowchart of flight control system.

obstacles, the warning light will be on and wait for the next
command at the ground end. Otherwise, if the obstacles
are not detected, the path planning flight command at
the ground end will be received. By detecting the flight
command, if the forward command is received, the UAV
will fly forward at a uniform speed, otherwise the UAV will
hover, and the PID will be adaptively adjusted through the
command data and attitude data. Input the adjusted PID
parameters to the PID controller to calculate the speed of
the corresponding motor, and finally drive the motor by
adjusting the PWM signal.

In the process of controlling the UAV flight, ultrasonic
detects the surrounding obstacles by rotating the steering
gear. If detected, the tri-colour LED light on the UAV
will be on, and the GCS will judge the safe direction of
the next flight according to the LED light colour. If no
obstacle is detected, the UAV will execute the next action
according to the flight instruction of path planning, and
the planning process is shown in Fig. 6. Until the landing
command is received, the below ultrasonic starts to work,
and the landing process is shown in Fig. 5.

4.2 UAV Landing Obstacle Avoidance System

When the UAV receives the descending command, it is
assumed that point P is the pre-landing point on the
ground, and point O is the position of the UAV hovering
in the air, and OP is perpendicular to the landing surface.
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Figure 5. Flowchart of descending ultrasonic obstacle
avoidance system.

Choose A, B, and C within the radius of 1 m with P as
the centre of the circle. The height between these three
points and the UAV can be determined by calculation. If it
is the same, it means that the landing surface is flat, then
it begins to fall. At the same time, ultrasonic measure the
distance D from the ground to remind the operator to pay
attention and ensure a safe landing. If not, then re-select
the landing point. After the UAV landed, the staff took out
the goods for acceptance, and the UAV distribution task
was complete.

4.3 The Path Planning of UAV

The following are the main description of Fig. 6.
1) Dij: Track transfer point; the counter with i as the

number of obstacles (i = 1, 2, 3 . . .),
2) j: The order of the point cuts (j = 1, 2, 3, 4).
3) Lk: Two tangents before and after the node and the

total length of the arc.
Step 1: Determine the position of starting point A and

target point B.
Step 2: Select the initial optimal route.
Step 3: Deal with the threat area passed by line AB

during the flight.
Step 4: If an obstacle is found, redefine the starting

point.
Instead, continue on the same course [34].

Step 5: Take the obstacle as the centre of the circle,
confirm a safe distance as the radius, and
construct a threat circle.

Figure 6. Dynamic programming flowchart.

Step 6: Make tangents between point A and point B
and the threatening circle, respectively, and the
tangents are nodes at all levels.

Step 7: Calculate the sum of the tangent and tangent
segments and the length of the arc and calculate
the node cost.

Step 8: Compare node costs and plan a new optimal
path.

Step 9: Make repeated obstacle judgements before
reaching the target point.

Step 10: If there are obstacles, repeat the above process
to get the new node and calculate the node cost.

Step 11: After evading all obstacles, obtain the track
tree [35]

Step 12: Reverse search the parent node and trace all
the way back to the initial node.

Step 13: Get the complete optimal track.

5. Simulation Comparative and Analysis

The simulation, comparison, and analysis are divided into
two parts: improved PID and dynamic path planning.

5.1 Improved PID Algorithm

Symbol description:
1) y(k) – discrete value of system response output.
2) u(k) – discrete value of digital PID control output.
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Figure 7. Basic PID control curve.

3) r(k) – the discrete value of the expected output (known),
which in this case is a constant (i.e., step input).

4) e(k) − e(k) = r(k) − y(k), is expected value - actual
value, is the error comparison signal with unit negative
feedback.

5.1.1 Basic PID Control Principle

When the continuous PID control is converted to digital,
the differential link is replaced by difference, the integral
link is replaced by summation, and the proportional link
remains unchanged. The difference implementation only
needs to be equivalent to e(k)-e1. The implementation
of the integral accumulates the original error after each
operation, i.e., Ee = Ee = Ee + e1. PID controller output:

U (k) = Kp · e (k) +Kd · (e (k)− e1) +Ki · Ee (31)

The discrete response points can be solved by the
output of (29). The output PID control curve is shown in
Fig. 7.

5.1.2 Compare and Analyse the Influence of PID Output
Parameters

In this paper, to study the influence of three PID
parameters Kp, Ki, and Kd, we set up an array of PID, Kp,
Ki, and Kd. Take a value of the array each time, and then
set a loop function for simulation. Then, all PID effects are
output to a graph for comparison, and the output subgraph
matrix is shown in Fig. 8(a)–(f).

According to Fig. 8(a) and 8(b), modification of Kp

will shorten the rise time but may also bring about a
large overshoot. Overshoot is not absolute. A small Kp

may cause a large overshoot, while a large Kp will cause
a small overshoot [for example, in Fig. 8, the comparison
between Fig. 8(a) and 8(b)]. However, the introduction of
integral is also necessary; otherwise, it will take a long time
to reduce the error e(k) [such as the Fig. 8(e) diagram].
The introduction of the differential is equivalent to a
leading correction, which will reduce overshoot, but the

transitional differential is likely to cause tail oscillation,
and the system will gradually become unstable. So there’s a
balance between the differential and the integral, and when
that balance is met, the system has almost no oscillations,
and the response is fast. It can be known from Fig. 8 that
Fig. 8(c) overshoot is caused by excessive integration in
Fig. 8(d), and Fig. 8(f) is ideal.

5.1.3 Improve PID Algorithm

When U (k) > Umax, if e(k) > 0 means that the output
value has not reached the specified value, or if U(k) < 0,
if e (k) < 0 means that the output value exceeds the
specified value. The integration will bring a lag, no more
integration. Umax = r(k) is assumed in this simulation, and
the comparison curve of the output of the improved PID
algorithm is shown in Fig. 9.

According to Fig. 9, the overshoot of the system is
significantly reduced, and the adjustment time is also
shortened. This paper proposes an improved PID method,
which eliminates the steady-state error and reduces the lag
effect brought by the integral link.

Based on the above, the PID regulation can be
summarised into the following two points:
1) When Kp is small, the system is sensitive to the

introduction of differential and integral links. Integral
will cause overshoot, so it should not be too large;
Differentials can cause oscillations, and overshoot
increases when oscillations are severe.

2) When Kp Increases, the overshoot of integral due to
lag gradually decreases, but it should not be too small.
Otherwise, the adjustment time will be too long. In this
case, if you want to continue to reduce the overshoot,
you can introduce the differential appropriately. The
system may be unstable if Kp is increased continuously.
Therefore, when Kp is increased and Kd is introduced
to reduce overshoot, good steady-state characteristics
and dynamic performance can be achieved even when
Kp is not very large.

5.2 Analysis and Explanation of Path Planning

5.2.1 The Algorithm Description

Assume A as the starting point and B as the ending point
and set an obstacle on the way to draw a circle with it as the
centre to limit the influence range of the obstacle. The UAV
flies on the outside and above the circle through real-time
track planning, so two optimal paths can be obtained by
making a tangent. According to the geometrical properties,
the tangent lines of two points outside the circle are the
same length. Therefore, the optimal path can be obtained
only by comparing the arc length between two tangent
points and selecting the shorter one, as shown in Fig. 10:

If there are multiple obstacles, set them as D1, D2,
D3, and D4 successively. Repeat the above process to avoid
all obstacles that influence the original route, and do not
consider the obstacles that do not influence the original
route. In the end, the optimal path can be obtained as
shown in Fig. 11:
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Figure 8. Comparison diagram of PID parameter influence effect.

Figure 9. Improved PID algorithm curve.

By following the above approach, the problem
can be transformed into a multi-stage decision-making
problem. Finally, a track tree can be obtained as shown
in Fig. 12:

Figure 10. Dynamic programming diagram of the original
path from A to B.

Figure 11. Dynamic planning diagram of multiple obsta-
cles from A to B.

Conclusion: the dynamic programming method is
faster than the traditional A* and artificial potential field
algorithms. In this method, the UAV only needs to search
and optimise in a small range and does not need to search
in a large range. In this way, other uncertainties can be
avoided.
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Figure 12. Real-time track tree diagram.

Figure 13. Schematic diagram of multiple obstacles.

5.2.2 Simulation and Analysis of Experimental Results

First, in a 1000 × 1000 simulation scene, suppose there is
a UAV at the origin O(0, 0), and there are six obstacles
(including regular and irregular graphics) in the scene. As
shown in Fig. 13:

Second, to meet the requirements of planning within
a small range, the scene area coordinates are finely
differentiated, an appropriate length unit is selected, and
the large area is divided into several small areas, as shown
in Fig. 14:

Finally, suppose the drone starts at zero. The path is
planned according to the dynamic programming method
described in Fig. 6, and the two cases, o-m and o-n, are
simulated. The shortest path obtained is shown in Fig. 15:

For the purpose of experimental simulation, the
following ideal hypothesis is made:
1. Suppose the UAV is a particle.
2. Assume that the UAV is flying at a constant speed all

the time.
3. Don’t take into account the change of the position of

obstacles and other factors.
4. For the moment, the flying birds and other living

creatures enter the flying area suddenly in the UAV
flight.

5.2.3 Data Display Simulation Result

To simplify the analysis of the system, there are ten nodes
in the statistics Fig. 16 is the MATLAB path simulation

Figure 14. Schematic diagram of a small area.

Figure 15. Simulation path planning diagram.

where the red indicating arrow is the best path. The
connection node data between two points is shown in
Table 1, and the value of the shortest distance data is
shown in Table 2.

The results verified by simulation show the distance
between nodes and are compared with different paths to
calculate the shortest path. Under the condition that the
number of nodes conforms to the hypothesis, the time
of completing the whole dynamic programming process
is about 0.008 s. The simulation results show that the
proposed algorithm is fast and feasible.

6. Experimental Result

The experimental results are divided into two parts: UAV
flight test and path planning.

459



Table 1
Connection Nodes Between Two Points

Nodes# 1 2 3 4 5 6 7 8 9 10

1 [1], [1] [1], [2] [1], [2],
[3]

[1], [10],
[4]

[1], [5] [1], [6] [1], [10],
[7]

[1], [10],
[4], [8]

[1], [9] [1], [10]

2 [2], [3], [1] [2], [2] [2], [3] [2], [4] [2], [5] [2], [4],
[6]

[2], [7] [2], [8] [12,4,6,9] [2], [10]

3 [3], [1] [3], [1],
[2]

[3], [3] [3,1,10,41] [3], [1],
[5]

[3], [1],
[6]

[3], [1],
[10], [7]

[3], [1],
[10], [4], [8]

[3], [1],
[9]

[3], [1],
[10]

4 [4], [6], [1] [4], [6],
[2]

[4], [6],
[2], [3]

[4], [4] [4], [6],
[5]

[4], [6] [4], [8],
[7]

[4], [8] [4], [6],
[9]

[4], [6],
[10]

5 [5], [6], [1] [5], [6],
[2]

[5,6,2,31] [5], [4] [5], [5] [5], [6] [15,4,8,7] [5], [4], [8] [5], [6],
[9]

[5], [6],
[10]

6 [6], [1] [6], [2] [6], [2],
[3]

[6], [10],
[4]

[6], [5] [6], [6] [6], [10],
[7]

[6], [8] [6], [9] [6], [10]

7 [7], [1] [7], [2] [7], [2],
[3]

[7], [1],
[10], [4]

[7], [5] [7], [8],
[6]

[7], [7] [7], [8] [7], [1],
[9]

[7], [1],
[10]

8 [8], [7], [1] [8], [6],
[2]

[8], [3] [8], [4] [8], [7],
[5]

[8], [6] [8], [7] [8], [8] [8], [6],
[9]

[8], [10]

9 [9], [10],
[3], [1]

[9], [10],
[4], [6],
[2]

[9,10,31 [9], [10],
[4]

[9], [7],
[5]

[9], [10],
[4], [6]

[9], [7] [9], [10],
[4], [8]

[9], [9] [9], [10]

10 [10], [3], [1] [10], [4],
[6], [2]

[10,31] [10], [4] [10], [4],
[6], [5]

[10], [4],
[6]

[10], [7] [10], [4], [8] [10], [4],
[6], [9]

[10], [10]

Table 2
The Shortest Distance

Nodes# 1 2 3 4 5 6 7 8 9 10

1 0 8 33 35 22 14 38 42 18 4

2 45 0 2 2 19 34 13 13 42 3

3 6 48 0 14 38 33 25 41 29 27

4 46 24 47 0 40 8 35 12 27 39

5 32 40 34 5 0 6 45 46 46 47

6 5 7 38 41 24 0 48 17 14 6

7 14 21 37 35 22 48 0 10 38 28

8 27 46 20 16 32 17 7 0 38 23

9 48 40 33 48 35 29 7 31 0 1

10 48 48 9 2 38 11 13 24 28 0

6.1 UAV Flight Test Result

We flew the drone in a relatively empty playground for
safety reasons. Figure 17(a)–(g) refers to the whole process
of logistics UAV from delivery to picking up by operators.
Figure 17(a) shows the operator putting a small cargo
into the UAV cargo box. Then, we connect the phone

App to the drone successfully, click the “Faster” button,
and the drone takes off. Figure 17(b) shows the UAV
in the process of taking off. During the flight, the front
steering engine continuously rotates ultrasonic waves to
detect obstacles. If obstacles are not detected, the route will
be planned according to part B. If obstacles are detected,
as shown in Fig. 17(c), the UAV will hover in the air.
Meanwhile, the mobile APP of the ground control terminal
displayed “Warning: Suggest to turn left”, as shown in
Fig. 17(d). After receiving the obstacle alarm, the operator
will send corresponding steering instructions according to
the prompt, and the UAV will continue to fly, as shown
in Fig. 17(e). The UAV flies over the express station and
stops on the flat ground, as shown in Fig. 17(f). The worker
opens the hatch, takes out the cargo, scans and registers
the barcode on the cargo, and the drone completes the
distribution task, as shown in Fig. 17(g). If the drone waits
for the pick-up time is too long, as shown in Fig. 17(h),
the drone will send abnormal pick-up information to the
logistics system and take off and return to the delivery
point, as shown in Fig. 17(i).

6.2 Path Planning

To verify the actual flying effect of the UAV, the site was
selected for test fight in a scene with trees and houses. See
if the drone can avoid trees and tall buildings. The flight
process is shown in Fig. 18(a)–(h). the direction of arrow
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Figure 16. Path diagram of simulation experiment.

shows the path of the UAV, and the position of the drone is
encircled. Starting from Fig. 18(a), the UAV takes off from
the ground, Fig. 18(b) is the UAV after lift-off. At this
moment, there is a tree on the way. AS shown in Fig. 18(c),
the drone avoided trees and made a successful detour. In
Fig. 18(d), the UAV determines the optimal path to cross
the road according to the obstacle density. The UAV then
successfully avoids trees again, as shown in Fig. 18(e). After
flying across the river, the UAV encountered buildings as
it flew northwest as shown in Fig. 18(f). Ultrasonic waves
detect obstacles and rise vertically over the roof, as shown
in Fig. 18(g). Finally, the UAV avoids the building complex
and enters the high altitude to avoid all obstacles as shown
in Fig. 18(h), the fast flight is successful.

To improve the reliability of experimental results,
we conducted a second experiment, as shown in Fig. 19.
Similarly, the UAV takes off from the ground. In Fig. 19(a),
the UAV does not affect pedestrians when flying. In
Fig. 19(b) and 19(c), the UAV avoids trees twice through
track planning, and in Fig. 19(d), the UAV encounters
tall buildings and then takes off vertically, as shown in
Fig. 19(e). In Fig. 19(f), the UAV overrides a tall building
and the experiment is successful again.

Figure 17. The process of logistics UAV delivering and
pick-up.

7. Conclusion

According to the environmental adaptability of quadrotor
logistics UAV, an improved flight control system of
intelligent UAV is proposed, and the hardware design,
attitude calculation, software simulation, and flight test
of the system are carried out. The system uses a GPS
positioning system and dynamic path planning based on
an ant colony algorithm to transport the goods from the
main express station to the sub-express stations in the
community, which are received by the staff, temporarily
store the goods and notify the consignee to pick up the
goods at the express station. Therefore, the advantages
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Figure 18. Reliability of the first flight path.

Figure 19. Reliability of the second flight path.

of this kind of logistics UAV mainly lie in solving the
distribution problem of small packages, improving work
efficiency, and reducing labour costs. In addition, the
system also has UAV tracking function. When the battery
power is too low, it is feed back to the control end through
the communication system to track the position of the
UAV and return in time, so as to improve the safety of the
UAV. Experimental results show that the system is feasible.

Intelligent logistics UAV is used to replace the courier
and plays an important role in logistics transportation.
With the progress of science and technology, its most
important result can reduce human costs, improve work
efficiency, promote economic development, and can be
widely used in the logistics industry in the near future.
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