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Abstract

Structural damage identification is fundamentally important for

ensuring bridge safety and improving the pertinence of maintenance

work. This paper proposes a new hybrid method for structural

damage identification, which integrates the stepwise regression model

based on uniform design and the intelligent optimization algorithm

based on chaotic search. A numerical example is studied to

investigate the efficiency and correctness of the proposed method.

The simulation results demonstrated that the hybrid model can

accurately identify the damage location and degree of the structure,

the identification accuracy of the proposed method is satisfactory

with 7.332% of mean relative percentage error and 9.878% of

maximum relative percentage error. This paper provides a new way

for damage identification of bridge structures.
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1. Introduction

With the development of information technology, such as
sensing, computer, communication and data processing,
and health monitoring systems are widely used in the
bridge structures, which play a crucial role in relieving
the increasing pressure on bridge safety [1], [2]. How to
identify the bridge damage from the massive data obtained
from the monitoring system and to predict the structural
behaviour has become a common concern of the scientific
and engineering communities [3].

For the structural damage identification, many studies
have been conducted, which can be broadly classified into
two categories. One is the deterministic method [4], in-
cluding (i) static and dynamic fingerprint methods based
on natural frequency and static displacement [5], modal
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flexibility-curvature [6], and modal strain energy [7], (ii)
model updating methods [8], (iii) statistical signal process-
ing methods, e.g., time series method [9], wavelet analysis
method [10], and Hilbert–Huang transform method [11],
and (iv) neural network (NN) method [12], etc. The sec-
ond type is the uncertainty method [4], including dam-
age identification using batch Bayesian estimation [13] and
damage identification based on random finite element [14].
Every category of methods has their own advantages and
disadvantages. For example, dynamic fingerprint methods
are easy to implement, but many dynamic fingerprints are
not sensitive to minor damage and difficult to perceive
the damage degree [4]. The advantage of the statistical
signal processing approach is that it does not require any
elaborate finite element modelling. Such an approach is
particularly suited for wireless analysis, which is capable of
processing data at the sensor unit location through embed-
ded algorithms [15], however, it allows only for the lowest
level of damage detection, i.e., deciding whether the dam-
age has occurred or not [16]. NN has a strong nonlinear
mapping function and fault tolerance performance, how-
ever, it is arduous to determine the key parameters and
avoid the subjectivity caused by artificial selection [17].
Uncertain damage identification methods can cope with
the uncertainty caused by noise interference, measurement
error, and finite element simulation approximation. But
the Bayesian method is generally unable to solve large-scale
computational problems with unknown parameters due to
the limitation of dimension. The random finite element
method is divorced from the measured signal, and it has
the problem of enormous computing.

As damage identification method based on model up-
dating can realize damage location and quantification by
directly utilizing ambient excitation without interrupting
traffic, which meets the requirements of online health mon-
itoring, it gets a growing concern in the recent years. Finite
element model (FEM) updating method can be divided
into two categories, namely, matrix method and design
parameters method, the latter takes the structural param-
eters as updating targets, which is of higher practical value
in projects because of its definite physical meaning. From a
mathematical view, by transferring the local damage iden-
tification problem to the objective function optimization,
the damage can be obtained by minimizing the objective
function. And the objective function is formulated of the
difference between the calculated and the measured data
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from the certain structural system. To solve the optimiza-
tion problems, intelligent algorithms are widely introduced
[18], [19]. But these swarm intelligence techniques both
have common failing on slow convergence, and some of
them may fall into local optimization easily [20].

Apart from the existing intelligent algorithms, mon-
key algorithm (MA), initially proposed by Zhao and Tang
in 2008 [21], is an intelligent optimization algorithm that
was derived from the simulation of mountain-climbing pro-
cesses of monkeys. The optimal solution search is realized
by simulating the action of climbing, watching, jumping,
and somersaulting in the monkey mountain climbing pro-
cess. Due to the merits of simple structure, strong global
optimization ability, dimension insensitivity to the opti-
mization problems, few parameters, and easiness to im-
plement, MA is widely used in the field of optimal sensor
placement [22], hybrid power systems optimization [23],
and transmission network expansion planning [24], but
rarely reported on the application of damage identification.

The present work is concerned with the formulation
of a damage identification approach built on the response
surface method (RSM) and the chaotic monkey algorithm
(CMA). First, sample points are obtained by the experi-
mental design and the FEMs, and the approximate analyt-
ical expressions between structural stiffness and structural
response indexes are obtained by using RSM. Second, the
damage identification is accomplished by solving objective
function using CMA, with the aim at determining the stiff-
ness of damaged structure that minimizes the difference
between the experimentally obtained response and the cor-
responding vector predicted by an RSM of the structure.
The flowchart of the proposed method is shown in Fig. 1.

Figure 1. Flowchart of the proposed hybrid method.

2. Chaotic Monkey Algorithm

MA mainly consists of three processes, i.e., the climb-
ing process, the watch–jump process, and the somersault
process. The climb process is designed to search the lo-
cal optima, the watch–jump process accelerates the search

process by looking for a better solution than the current
location in the vicinity, and the somersault process is
employed to make the monkeys transfer to other search
domains subtly to avoid plunging into the local optimum.

CMA [25] is an improved intelligence algorithm com-
bining MA with a chaotic search. As chaos description
is a nonlinear state which has deterministic, randomness,
and ergodicity, this improvement can effectively reduce the
risk of MA falling into a local optimum. CMA mainly
consists of the following four steps: chaos initialization,
step decreasing climb process, vision broader watch-jump
process, and gradual somersault process.

2.1 Chaos Initialization

Assume M monkeys make up a group. The po-
sition of a monkey can be expressed by the vector
Xi =(xi1, xi2, . . . , xin), where i=1−M , and n is the so-
lution vector dimension, which is equal to the number of
parameters to be modified in this work. N -dimensional
chaotic variable can be generated by Logistic mapping by

y(iter+1) = 4y(iter)(1− y(iter)) (1)

where y(iter) is a chaotic variable, iter represent iteration
times; y(iter) ∈ (0, 1), y(0) /∈ {0, 0.25, 0.75, 1}. The range
of chaotic variables can be converted to the domain of
objective function optimization problem by

x(iter+1) = a+ y(iter+1)(b− a) (2)

where a and b are the upper and lower limit of the domain,
respectively.

2.2 Step Decreasing Climb Process

The climb process is a vital step to realize gradual opti-
mization through iteration, which was designed to calculate
the pseudo gradient to reach higher optimization speed.
The outline of the climb process can be described as:

Step 1. Generate increment ΔX i randomly, ΔX i =
(Δxi1,Δxi2, . . . ,Δxin), j=1, 2, . . . , n, Δxij =α or
Δxij =−α with the same probability, α is the step length
of climb process, α> 0.

Step 2. Calculate f ′
ij(xi)=

f(xi +Δxi)− f(xi −Δxi)
2Δxij

, the

vector (f ′
i1(X i), f

′
i2(X i), . . . , f

′
in(X i)) is the pseudo gradi-

ent of the objective function at the position X i.
Step 3. Compute yj =xij +α · sign(f ′

ij(xi)), y =(y1,
y2, . . . , yn), and update the vector position when y is in the
definition domain of the objective function, otherwise the
original position remains unchanged.

Step 4. Repeat Steps 1–3 until the value of the
objective function between two adjacent iterative processes
has no significant change, or achieve the maximum number
of iterations.

Here, α plays a crucially important role. Generally,
there is a positive correlation between the accuracy and
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the step length, and a negative correlation between the
computing time and α. In this paper, the balance between
the computation time and the accuracy of the solution is
realized by

α(k+1) = θ · α(k) (3)

where θ is the decreasing factor of step length, 0<θ< 1; k
is the number the monkey climbs.

2.3 Vision Broader Watch-Jump Process

Each monkey has reached the top of the mountain after
the climb process, i.e., the objective function achieves the
local optimal. Then, the watch-jump process is designed
to make monkeys look around to observe whether there
is a better position in the surrounding area. Steps are as
follows:

Step 1. Generate real numbers yi in the field of
vision (xij −β, xij +β) randomly, β denotes the maximum
distance that the monkey can see (termed as the vision of
the monkey); β > 0, set y = (y1, y2, . . . , yn).

Step 2. Compute f(y), and update monkey’s position
from X i to y when f(y) is superior to f(X i) and y meet
the constraints, otherwise, repeat Step 1 until finding the
appropriate one.

Step 3. Carry out the climb process with y as the
initial position.

As the search process goes on, the monkeys climb to
higher peaks, and their vision should also increase. The
gradual increase of vision length is designed in CMA:

β(iter+1) = ρ · β(iter) (4)

where ρ is the growth factor of vision length.
Higher mountain peak and wider horizon also mean

more time to search for better locations. Here, watching
time ω is defined as follows:

ω(iter+1) = ϕ · ω(iter) (5)

where ϕ is the growth factor of watching time.

2.4 Gradual Somersault Process

The somersault process is executed to make the search
progress transfer to a new domain. The somersault move-
ment needs a fulcrum Pj , which is depicted by (6):

Pj =
1

M − 1

(
M∑
l=1

xlj − xij

)
(6)

Each monkey somersaults to the new search domain
along the direction from the current position to the ful-
crum by

x
(iter+1)
ij = Pj + β

∣∣Pj − xiter
ij

∣∣ (7)

where β constraints the distance that monkey can somer-
sault, as β increases progressively, the distance that mon-
keys can somersault grows, it is also an improvement to
avoid falling into local optimum in CMA.

3. Construction of Objective Function Based on
Response Surface Method

Here, the damage state of the structure is continuously
described and spatially discretized by the FEM, and the
RSM is considered for providing approximate relations
between the structural parameters and the structural re-
sponse. Therefore, the corresponding inverse problem of
damage identification is defined as a minimization one,
where the aim is to find the parameters that minimize
the difference between the experimental response vector,
composed with the response obtained from a modal test
on the supposed damaged structure [26]. The objec-
tive function under certain constraint conditions can be
constructed by

⎧⎨
⎩Min‖f(p)‖2, f(p) = {fRSM} − {fi}

V LB ≤ p ≤ V UB
(8)

where p represents structural parameters to be identified,
as the stiffness of the damaged element is reduced when a
damage event occurs, the damage of element was simulated
via the reduction of the elasticity modulus in this paper;
fRSM and fi denote the frequency predicted by the RSM
and actual structural response obtained from a modal test
on the supposed damaged structure; V UB and V LB are
the upper and lower bounds of the structural parameters,
respectively.

In the next subsection, the procedure of RSM is inter-
preted.

3.1 Basic Function Selection of Response Surface

In this study, the second-order polynomial model with-
out interaction terms is used as the function form of the
response surface model:

R = a+
n′∑
i=1

bixi +
n′∑
i=1

cix
2
i (9)

where R represents the structural response of the sample
point obtained by FEM, xi and x2

i are the structural
parameters that represent structural stiffness; n′ is the
number of structural parameters.

The number and distribution of sample points are vital
factors, which affect the efficiency and accuracy of the
response surface model. On the one hand, small samples
lead to spurious relationship between structural response
and parameters. On the other hand, more samples improve
the fitting accuracy but reduce the efficiency. To meet
this problem, the uniform design based on pseudo-Monte
Carlo method is adapted to determine the distribution and
quantity of samples [27].
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3.2 Establishment of Response Surface Model

Equation (9) can be expressed as XB=R, with

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

X =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 x11 x12 · · · x1n′ x2
11 x2

12 · · · x2
1n′

1 x21 x22 · · · x2n′ x2
21 x2

22 · · · x2
2n′

...
...

...
. . .

...
...

...
...

...

1 xm1 xm2 · · · xmn′ x2
m1 x2

m2 · · · x2
mn′

⎤
⎥⎥⎥⎥⎥⎥⎦

B =
(
a bi · · · bn′ ci · · · cn′

)T
R =

(
R1 R2 · · · Rm

)T

(10)

where m is the number of sample points.
An unbiased estimate B for the coefficients may be

obtained from the least square method as

B =
(
XTX

)−1
XTR (11)

The significance of each parameter is evaluated accord-
ing to F -test. To determine the significance of the item
g+1 to the regression model, assuming that the regression
model contains g term, statistic Fg+1 is calculated by

Fg+1 =
(SSEg − SSEg+1)/(vg − vg+1)

SSEg+1/vg+1
(12)

where SSEg is the sum of square error of the response
surface model contains g items and response surface model
contains g+1 items, respectively; and vg and vg+1 are
the freedom of above two response surface model, re-
spectively. At the significance level χ, when the statis-
tic Fg+1 >Fχ(1,m− p− 2), item g+1 is significant, the
regression model should include this item.

3.3 Accuracy Test of Response Surface Model

Essentially, the response surface model is an approximate
estimate of the implicit relationship between random vari-
ables and structural responses. Analysis of variance is
necessary for checking the relationship between response
and variables in statistical significance. In this paper, the
accuracy of the response surface model is tested by the
modified coefficient of determination R2

adj and F -test.

The closer R2
adj is to 1, the higher the accuracy of the

response surface model achieves.

R2
adj = 1− SSE/ (m− p− 1)

SST/ (m− 1)
(13)

SST =
m∑
i=1

(
Ri −R

)2
(14)

SSE =
m∑
i=1

(
Ri −

�

Ri

)2
(15)

where SST is the residual sum of squares of R, which
reflects the fluctuation of R; SSE is the sum of square
error of R, which reflects the effect of the error on response

fluctuation; R is the mean value, R= 1
m

m∑
i=1

Ri; Ri and
�

Ri

are the finite element response values and RSM values,
respectively.

At the significance level χ, the response surface model
is significant when the statistic F >Fχ(p,m− p− 1). The
statistic F of response surface model can be calculated by

F =
SSR/p

SSE/(m− p− 1)
(16)

SSR =
m∑
i=1

(
�

Ri −Ri

)2
(17)

where SSR is the regression sum of squares of R; p is
the number of non-constant terms in the response surface
function.

4. Numerical Example

In this work, a simply supported beam shown in Fig. 2 is
taken as an example to verify the effectiveness of the pro-
posed federated method. The concrete beam has a length
of 6 m with a rectangular cross-section whose size is 0.25m
in the width direction and 0.2 m in the height direction.
Spatial beam element is selected to set up the numeri-
cal model which is divided into ten parts. The density
and elasticity modulus are 2,500 kg/m3 and 3.2× 104 MPa,
respectively. Poisson’s ratio is 0.2.

Figure 2. Schematic diagram of numerical models.

Here, two scenarios are set as follows:
Scenario 1: No damage beam.
Scenario 2: 9% damage in element 2, 23% damage

in element 3, 18% damage in element 6, 15% damage in
element 7, and 21% damage in element 10.

In this research, the stable global variable frequency,
which has relatively high measurement precision is chosen
as the target to be modified. The first five frequencies of
the two models are listed in Table 1. As shown in Table 1,
there is a positive correlation between the damage and the
structural natural frequency.

In this study, the stiffness reduction factor zi (termed
as reduction of elastic modulus of finite element i) is intro-
duced, zi ∈ [0.7, 1.0]. Sample points with ten parameters
and twenty-three levels are obtained by uniform design
[27]. The stiffness reduction factor zi at the sample points
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Table 1
Natural Frequencies of Structures between the No

Damage Beam and Damaged Beam

Mode/Frequency 1 2 3 4 5
(Hz)

No damage 8.982 25.225 35.779 68.640 79.884
beam

Damaged beam 8.541 23.925 34.024 65.092 76.355

Relative error= 4.910 5.154 4.905 5.170 4.418
( – )/ (%)

and the corresponding structure responses obtained from
FEMs are shown in Table 2.

Five second-order polynomial without cross terms re-
sponse surface models are obtained based on the stepwise
regression using sample data from Table 2, the explicit
expressions of the implicit relationship between the struc-
tural frequencies and the stiffness reduction coefficients of

Table 2
Sample Points

FEM zi Mode/Frequency (Hz)

Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10 1 2 3 4 5

1 0.805 0.985 0.985 0.865 0.790 0.745 0.775 0.835 0.760 0.820 8.111 22.654 33.147 62.740 72.974

2 0.850 0.790 1.000 0.940 0.985 0.835 0.970 0.925 0.955 0.895 8.646 23.840 34.407 65.804 75.772

3 0.955 0.745 0.880 0.955 0.730 0.850 0.700 0.790 0.745 0.835 8.029 23.027 32.088 62.851 71.037

4 1.000 0.835 0.865 0.835 0.880 0.940 0.730 0.895 0.985 1.000 8.324 24.334 33.250 64.747 75.913

5 0.940 1.000 0.775 0.790 1.000 0.910 0.820 0.970 0.805 0.850 8.414 23.866 33.171 63.781 75.673

6 0.865 0.805 0.700 0.910 0.895 0.955 0.790 0.715 0.775 0.775 8.207 23.151 31.515 61.400 72.140

7 0.700 0.820 0.850 0.820 0.715 0.730 0.955 0.955 0.790 0.805 8.073 22.070 33.000 62.291 71.180

8 0.925 0.775 0.910 0.700 0.925 0.700 0.805 0.850 0.925 0.790 8.035 22.879 32.541 62.268 72.913

9 0.835 0.955 0.730 0.730 0.760 0.820 0.715 0.910 0.910 0.760 7.936 22.506 32.210 60.729 73.064

10 0.820 0.715 0.940 0.745 0.820 0.985 0.850 0.940 0.715 0.880 8.282 23.110 32.560 63.287 72.357

11 0.745 0.865 0.955 0.970 0.865 0.895 0.760 1.000 0.865 0.730 8.449 22.619 33.831 63.065 74.612

12 0.985 0.880 0.970 0.775 0.850 0.805 1.000 0.745 0.820 0.745 8.264 23.266 33.004 63.398 73.444

13 0.715 0.970 0.895 0.880 0.940 1.000 0.910 0.775 0.895 0.820 8.561 23.216 33.439 62.897 75.750

14 0.760 0.850 0.745 0.715 0.910 0.865 0.940 0.805 0.730 0.985 8.179 23.250 31.944 62.388 72.365

15 0.895 0.940 0.835 0.925 0.955 0.760 0.880 0.880 0.700 0.700 8.331 22.899 32.975 63.061 72.648

16 0.910 0.910 0.805 0.985 0.745 0.970 0.985 0.865 0.835 0.955 8.449 23.998 33.640 65.472 74.325

17 0.730 0.730 0.820 0.805 0.970 0.790 0.745 0.730 0.850 0.940 8.084 22.945 31.671 61.386 71.917

18 0.970 0.760 0.715 0.895 0.805 0.775 0.895 0.985 0.880 0.925 8.195 23.649 32.910 64.504 72.791

19 0.880 0.925 0.925 0.760 0.700 0.880 0.865 0.700 0.940 0.910 8.059 23.301 32.684 62.810 73.568

20 0.775 0.895 0.760 1.000 0.835 0.715 0.835 0.760 1.000 0.865 8.141 22.939 32.826 62.470 72.967

21 0.790 0.700 0.790 0.850 0.775 0.925 0.925 0.820 0.970 0.715 8.251 22.548 32.536 61.846 72.188

the structural elements are realized.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f1 = 5.492 + 0.769z4 + 0.512z8 + 0.234z9 + 0.121z22

+0.288z23 + 0.576z25 + 0.567z26 + 0.445z27

f2 = 14.895 + 3.353z1 + 0.967z4 + 0.875z7 + 0.723z9

+0.429z22 + 1.068z25 + 1.033z26 + 1.911z210

f3 = 18.120 + 3.734z3 + 2.658z4 + 2.522z7 + 3.699z8

+2.408z9 + 0.228z21 + 1.427z22 + 0.362z25 + 0.276z26

+0.366z210

f4 = 31.971 + 14.125z1 + 4.675z3 + 5.393z4 + 4.974z8

+6.493z10 − 4.857z21 + 0.544z22 + 0.943z25 + 0.844z26

+3.069z27 + 0.516z29

f5 = 33.884 + 7.603z2 + 1.239z4 + 6.197z6 + 4.087z8

+23.933z9 + 1.455z21 + 2.587z23 + 0.608z27 + 1.544z210
(18)
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Table 3
Significance Test of Response Surface Models

Response f1 f2 f3 f4 f5
surface
models

F 529.627 289.216 499.100 533.711 361.630

R2
adj 0.995 0.991 0.996 0.997 0.995

Table 4
Parameters Setting in CMA

M k α β ω θ ρ ϕ iter

3 10 0.01 0.03 20 0.95 1.05 1.05 90

Under the significant level of 0.05, the maximum value
of the statistic F is 3.11. As shown in Table 3, the
statistic F of the response surface models is much larger
than the critical value, the response surface models are
significant. The modified coefficient of determination R2

adj

shows that at least 99.1% of the total deviation of the five
response surface models is caused by the variation of the
test variables. To put it from another angle, only 0.9% of
the total deviation of the responses cannot be explained by
the model. The fitness of the models is satisfactory.

According to (8), the objective function used for dam-
age detection can be expressed as⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Min f(z1, z2, . . . , z10) s.t. z1, z2, . . . , z10 ∈ [0.7, 1.0]

f(z1, z2, . . . , z10) = (f1 − 8.541)2 + (f2 − 23.925)2

+(f3 − 34.024)2 + (f4 − 65.092)2 + (f5 − 76.355)2

(19)

Table 5
Identified Results of the Damage Parameters of the Beam

Results Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10 Mode/Frequency (Hz)

1 2 3 4 5

RSM- True value 1.000 0.910 0.770 1.000 1.000 0.820 0.850 1.000 1.000 0.790 8.541 23.925 34.024 65.092 76.355
NLP

Identification 0.985 0.769 0.882 0.846 0.967 0.929 0.837 0.706 0.946 0.833 8.367 23.886 32.564 63.472 74.424
value

RPE (%) 1.500 15.495 14.545 15.400 3.300 13.293 1.529 29.400 5.400 5.443 2.037 0.163 4.291 2.489 2.529

MRPE (%) 10.531 2.302

RSM- True value 1.000 0.910 0.770 1.000 1.000 0.820 0.850 1.000 1.000 0.790 8.541 23.925 34.024 65.092 76.355
CMA

Identification 0.905 0.919 0.846 0.955 0.933 0.901 0.912 0.909 0.935 0.861 8.586 23.958 34.049 65.104 76.167
value

RPE (%) 9.500 0.989 9.870 4.500 6.700 9.878 7.294 9.100 6.500 8.987 0.527 0.138 0.073 0.018 0.246

MRPE (%) 7.332 0.200

Note: RPE= (|True value-Identification value|/True value)× 100%.

Solve the function (19) by using CMA, all parameters
setting of CMA is shown in Table 4. Meanwhile, a classic
nonlinear programming solver (NLP) is also implemented
here using the MATLAB Optimization Toolbox. The
results are shown in Table 5.

In Table 5, RPE denotes relative percentage error;
MRPE represents mean relative percentage error. As
shown in Table 5, the identification accuracy of the CMA
is satisfactory with 7.332% of MRPE and 9.878% of max-
imum RPE. Contrastively, the maximum RPE of the pa-
rameters identified by the NLP is 29.400%, with an MRPE
of 10.531%. The CMA has obviously better identification
performance.

The identified parameters are used to replace the initial
values of the parameters for the FEM. The frequencies of
the modified models are shown in Table 5. As can be seen
from Table 5, the maximum RPE of the response obtained
from the model modified by CMA is only 0.527%, with
an MRPE of 0.200%. Compared with the model modified
by NLP, the proposed method has more advantages in
structural response prediction.

5. Conclusion

In this paper, a hybrid damage identification method based
on RSM-CMA is investigated. Some concluding remarks
can be summarized as follows:
1. In the formulation of the inverse problem of damage

identification, the FEM of the structure was replaced
by the response surface model, it provided polyno-
mial relations between the stiffness reduction factor
structural responses, which is a computationally more
efficient approach. Furthermore, the proposed method
only needs the first few natural frequencies of the
structure in the identification.

2. The CMA provides a feasible method for the struc-
tural damage identification based on model updating.
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The hybrid method can accurately detect the damage
location and degree of the structure.
The high detection confidence of the CMA combined

with its insensitivity to number of parameters could lead to
a promising damage detection procedure. Future research
would involve experimental validation with real measure-
ments from sensors.
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